## Trees and Forests

Andréa Cynthia Santos, Christophe Duhamel, and Rafael Andrade

## Contents

Introduction. ..... 2
Basic Features for Trees and Forests ..... 5
Data Structures for Trees ..... 8
Encodings for Trees ..... 9
A Lagrangian Heuristic for DCMST ..... 11
Problem Formulation ..... 11
A Subgradient Procedure for DCMST Problem ..... 13
A Greedy Heuristic for DCST ..... 15
Improving DCSTs with a Local Search ..... 16
A Lagrangian Heuristic for DCMST ..... 17
Evolutionary Heuristic for a Generalization of BDMST ..... 18
Problem Definition ..... 20
An NSGA-II for Bi-MDCST ..... 21
Conclusion ..... 23
Cross-References ..... 24
References ..... 24

[^0]
#### Abstract

Trees and forests have been a fascinating research topic in Operations Research (OR)/Management Science (MS) throughout the years because they are involved in numerous difficult problems, have interesting theoretical properties, and cover a large number of practical applications. A tree is a finite undirected connected simple graph with no cycles, while a set of independent trees is called a forest. A spanning tree is a tree covering all nodes of a graph. In this chapter, key components for solving difficult tree and forest problems, as well as insights to develop efficient heuristics relying on such structures, are surveyed. They are usually combined to obtain very efficient metaheuristics, hybrid methods, and matheuristics. Some emerging topics and trends in trees and forests are pointed out. This is followed by two case studies: a Lagrangian-based heuristic for the minimum degree-constrained spanning tree problem and an evolutionary algorithm for a generalization of the bounded-diameter minimum spanning tree problem. Both problems find applications in network design, telecommunication, and transportation fields, among others.
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## Introduction

Trees and forests have been a fascinating topic in Operations Research (OR)/Management Science (MS) throughout the years because they are the core of difficult problems, have interesting theoretical properties, and cover a large number of practical applications. Their interest remains intact due to the technical and scientific challenges and the rich diversity of applications using such structures. For instance, several applications have been recently addressed: people tracking is modeled as a minimum cost arborescence problem by [32]; cluster-based topologies with connecting requirements are defined as a minimum spanning tree (MST) to improve wireless sensor network lifetime in [51]; peer-to-peer distributed interactions are studied by [39] as a spanning tree, where end-to-end delays are minimized; reliable telecommunication networks have been investigated by [54], in which redundancy is added to spanning trees by introducing $k$-cliques ( $k \geq 2$ ); and difficult MST problems have been investigated including uncertain data [35], new variants for optical multicast network design [55], or even multiobjective MST versions [52,56].

Let $G=(V, E)$ be a finite, undirected, connected, and simple graph with a set $V$ of vertices and a set $E$ of edges, where $n=|V|$ and $m=|E|$. A tree $\mathcal{T}=\left(V^{\prime}, E^{\prime}\right)$ is a connected subgraph of $G$ with no cycles, such that $V^{\prime} \subseteq V$ and $E^{\prime} \subset E$. Whenever $V^{\prime}=V$, the corresponding tree defines a spanning tree of $G$. An arborescence is a special directed tree with a root node $r$. Moreover, a forest is a set of disjoint trees $\mathcal{F}=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{l}\right\}$. An example of graph $G^{\prime}$ is given


Fig. 1 Examples of tree, spanning tree, arborescence and forest. (a) Graph $G^{\prime}$. (b) Tree. (c) Spanning tree. (d) Arborescence. (e) Forest
in Fig. 1a, followed by examples of a tree, a spanning tree, an arborescence, and a forest of $G^{\prime}$, respectively, in Fig. 1b-d where $r=1$, and (e). In this chapter, it is assumed familiarity with basic graph definitions such as connected graphs, connected components, subgraphs, paths, cycles, edges incident to nodes, node degree, etc.

The basic minimum spanning tree (MST) problem is defined in a weighted graph $G$, where a cost $c_{i j} \geq 0$ is associated with every edge $[i, j] \in E$. It aims at finding a spanning tree $\mathcal{T}$ of $G$ such that its total cost is minimized. The number of possible MSTs for a graph is very high with up to $n^{n-2}$ for complete graphs [12]. However, polynomial-time algorithms such as Prim's, Kruskal's, Boruvka's, and cycle elimination algorithm [14] are available to compute an MST. The general idea of Prim's algorithm is to extend an MST from an initial node $i \in V$. At each step it includes the cheapest-weight edge $[i, j] \in E$ such that one of its extremities belongs to the tree, while the other one does not. Thus, the connected component is extended until all nodes $i \in V$ belong to the solution. Kruskal's algorithm performs forest merging as follows. Initially, each vertex is a tree. Then, at each iteration, the cheapest edge connecting two forests is selected, and the two forests are merged. Boruvka's algorithm is quite similar to Kruskal's algorithm, except that, at each iteration, the cheapest edge connecting each forest to another one is selected. Then the merges are done accordingly. Both Kruskal's and Boruvka's algorithms can be developed with asymptotic complexity of $O(m \log n)$, as well as Prim's algorithm using binary heaps. Moreover, Prim's algorithm complexity can be improved to $O(m+n \log n)$ by using Fibonacci heaps; see [14] for details. The cycle elimination algorithm scans the graph using a depth-first search (DFS) strategy. The edge $[i, j]$ is added to the tree whenever a vertex $j \in V$ not yet visited is found from the current
node $i$ of the DFS. However, if $j$ has already been visited, it means a cycle has been found. In this case, the highest-weight edge from the found cycle is removed from the incumbent partial solution. DFS complexity is $O(m+n)$. Thus, considering a complete graph, the cycle elimination algorithm runs in $O(m n)$ since there are $O(m-n-1)$ possible back edges and a cycle scan is done in $O(n)$. Several NP-hard problems rely on an MST with additional constraints on nodes, on edges, or even on the MST general structure. Thus, algorithms that compute an MST are usually adapted for such NP-hard extensions in order to define basic heuristics and obtain initial feasible solutions.

A large number of difficult problems rely on trees and forests. Studies [10, 22, $33,41]$ provide a collection of such problems, along with their complexity analysis. An example where constraints on the tree structure make the problem difficult is the Steiner Tree problem [3,24,34,38]. Given a subset $N \subset V$ of Steiner nodes (also referred as terminal nodes), the Steiner Tree problem consists in determining a particular minimum tree covering $N$. Also, setting constraints on the nodes or on the edges (paths) of an MST can transform the problem into an NP-hard problem. For instance, the degree-constrained minimum spanning tree (DCMST) problem [4, 13,15 ] consists in finding an MST such that each vertex has a degree not larger than a maximum given value $k \in \mathbb{N}^{*}$. The bounded-diameter minimum spanning tree (BDMST) problem [26,40,52] is an example of a difficult problem where constraints are imposed on the MST diameter, i.e., the diameter of a tree is the number of edges in the longest path among any pair of vertices. Thus, the BDMST aims at finding an MST where the unique path between any pair of nodes does not exceed a given number of edges. Basic problems can also become difficult due to the nature of the data. For instance, the Minimum Arborescence problem [20] is defined in a digraph with real cost values associated with each arc. The objective is to find a minimum cost arborescence. Thus, for problems involving trees and forests, adding constraints or even changing few parameters or data can turn a P problem into an NP-complete problem.

Key components for solving difficult tree and forest problems, as well as insights to develop efficient heuristics relying on such structures, are surveyed here. They are usually combined to obtain very efficient metaheuristics, hybrid methods, and matheuristics. Section "Basic Features for Trees and Forests" is dedicated to a number of basic heuristics, local searches, etc. Then, two applications are described as examples, respectively, in sections "A Lagrangian Heuristic for DCMST and Evolutionary Heuristic for a Generalization of BDMST". Two different strategies to handle the difficult constraints are presented in these sections. The strategy used for DCMST consists of removing the difficult constraints and adding them into the objective function, following a Lagrangian relaxation. Another strategy is considered for the BDMST, where the difficult constraints are addressed as a new criterion and a bi-objective genetic algorithm is used.


Fig. 2 A classification of heuristics for trees

## Basic Features for Trees and Forests

Several heuristics, local searches, operators, different encodings, and perturbations are available in the literature to build trees and forests. They are very often combined to produce sophisticated methods. The most common heuristic structures are classified as shown in Fig. 2. The idea of this classification is not to cover all available heuristics for trees and forests, but to introduce the most used strategies having a strong potential to derive other heuristics for various difficult problems. There are two major classes of heuristics: constructive and improvement heuristics. The former includes edges or nodes at each iteration to obtain a feasible solution. The latter starts with an initial solution (e.g., a spanning tree), not necessarily feasible, and try to improve it in order to obtain better feasible solutions. Constructive and improvement heuristics are presented below, in such a way they can be adapted and applied to different difficult problems on trees and forests, where nodes, edges, or structural additional constraints are considered.

Constructive heuristics generate a feasible solution iteratively, using mainly two strategies: tree expansion and tree fusion. In the tree expansion strategy, one node is added at a time by means of an edge $e=[i, j] \in E$, where one extremity of $e$ belongs to the solution under construction and the other extremity does not. Thus the partial incumbent solution is always a connected component. Tree expansion heuristics are usually implemented using Prim's algorithm. Examples of tree expansion heuristics are the One Time Tree (OTT) [1] and randomized greedy heuristic (RGH) [47] developed for the BDMST. Fusion heuristics start from initial disconnected forests and try to connect them by adding an edge $e=[i, j] \in E$ at a time. Thus a partial solution contains several connected components and Kruskal's algorithm can be adapted and applied [37], see section "A Greedy Heuristic for DCST". The way new edges/vertices are selected for inclusion in partial solutions (e.g., constructive heuristics) or for removal from a solution (e.g., improvement heuristics), after evaluating the objective function, has a strong impact on the final solution quality. The most common ways to select edges/vertices are greedy, semigreedy, and random. They can also be handled considering a single criterion or
multi-criteria. Without loss of generality and considering a minimization function, a greedy criterion selects the edge/vertex insertion that leads to the smallest increase in the objective function. One way to handle a semi-greedy criterion is to build a list of good candidates to enter the solution, not necessarily the best ones, and make a random choice from this list. Another idea frequently found in the literature is to consider a normalized ratio between the cost and the impact on difficult constraints, e.g., a ratio between the edge cost and the additional increase in the diameter for the BDMST. Various criteria can also be addressed using a priority order instead of a ratio. For instance, one can use a second optimization criterion to select one edge, e.g., the impact on difficult constraints, whenever several edges with the smallest costs occur.

Improvement heuristics start from a solution, not necessarily feasible, and try to obtain a feasible solution by exchanging edges in the tree (resp. in a forest) with edges outside the solution. They can be roughly classified as restoration and local search heuristics. The restoration heuristics try to transform solutions in feasible ones by minimizing violations. A classical example of restoration heuristics is Lagrangian heuristics which have appeared with the pioneering works of $[29,30]$. They have been broadly applied to a number of difficult problems relying on trees and forests $[5,16,42]$. The general idea is to relax difficult constraints and transfer them to the objective function, keeping a simple problem that is refined until a good solution to the overall problem is obtained. Consider a generic NP-hard optimization problem given by $\mathrm{Z}=\left\{\min c x: A x \geq b, B x \geq d, x \in\{0,1\}^{t}\right\}$, where $A$ and $B$ are matrix with rational coefficients and with dimensions $r \times t$ and $s \times t$, respectively; $b, c$, and $d$ are rational vectors, and $x \in\{0,1\}^{t}$ are integer variables. Let $\left\{\min c x: B x \geq d, x \in\{0,1\}^{t}\right\}$ be an easy problem that can be solved in polynomial time, and $A x \geq b$ be the difficult constraints. Thus, Lagrangian multipliers $\lambda \in \mathbb{R}_{+}^{r}$ are associated with the difficult constraints and added into the objective function. The Lagrangian problem (LP) is given by $\mathrm{LP}=\left\{\min c x+\lambda(b-A x): B x \geq d, x \in\{0,1\}^{t}\right\}$ which is a lower bound on Z . The best lower bound is given by $\operatorname{LP}\left(\lambda^{*}\right)=\max \{\operatorname{LP}(\lambda), \lambda \geq 0\}$, called dual Lagrangian problem. The dual Lagrangian problem can be solved by using, for example, the subgradient methods of [21] or the volume algorithm of [7] or even by computing the Lagrange multipliers approximately using the multiplier adjustment method [9]. Theoretical results to determine the conditions stating when a Lagrangian relaxation can be better than a linear relaxation are provided by [28]. Obviously, the mathematical formulation and the decomposition will strongly impact the quality of solutions produced using Lagrangian relaxation. This kind of restoration heuristic has an interesting property: at each iteration dual and primal solutions can be built.

Local searches are very sophisticated improvement heuristics which contribute to producing very good local optima (eventually global optima). The most common local search moves, broadly applied to trees, are the edge drop move and the edge insertion move [18, 40]. Given an initial feasible solution for a difficult problem relying on a tree, the edge drop move consists of removing an edge from the tree. This produces two distinct connected components which are reconnected using an


Fig. 3 Example of an edge drop move. (a) Tree. (b) Disconnecting 1 and 3. (c) Reconnecting 3 and 5


Fig. 4 Example of an edge insertion move. (a) Tree. (b) Connecting 5 and 6. (c) Disconnecting 1 and 3
edge not in the tree. The greedy and semi-greedy criteria and multi-criteria can be used to chose the edge to enter the tree. Figure 3 illustrates an example, where Fig. 3a is a feasible initial solution. Then edge [1, 3] is removed as shown in Fig. 3b, generating two separate connected components. Consider $[3,5]$ as the edge which produces the best improvement possible. Thus it enters the solution following a greedy strategy as shown in Fig. 3c.

On the other hand, in the edge insertion move, an edge is first inserted in the tree. By definition of a tree, it necessarily results in a cycle. Then, an edge may be removed from the cycle. Figure 4 depicts an example for this move. A feasible solution is presented in Fig. 4a. In the sequel, edge [5, 6] is introduced and the cycle $\{5,6,3,1,2,5\}$ is formed as shown in Fig. 4b. Suppose that removing edge [1, 3] will produce the highest gain in the objective function. Thus this edge is dropped following a greedy strategy as depicted in Fig. 4c.

A number of variations on the edge drop and edge insertion moves are found in the literature. These moves are also referred as 1 -opt since one edge in the incumbent solution is replaced by another one that does not belong to the solution. When applied to trees, two strategies are available to perform such a 1-opt move: either first dropping an edge or first inserting an edge. This may lead to different final solutions. The $k$-opt generalizes the 1 -opt move by replacing $k$ edges from an incumbent solution. This move is formalized in section "A Lagrangian Heuristic for DCMST."

## Data Structures for Trees

Choosing the right data structure for representing and manipulating a solution is a critical task since it directly impacts the complexity of basic operations. They include both building and modifying a solution. Two mapping functions are associated with the data structures: how to store the information from a given tree (encoding) and how to obtain a tree out of the information (decoding). In this section, a basic direct representation is presented as well as several data to handle additional constraints on the trees. In section "Encodings for Trees," other representations are presented, along with the way to obtain the associated tree. Several insights are given regarding their use in evolutionary algorithms.

Let $G=(V, E)$ and $s \in V$ be, respectively, a graph defined as before and an arbitrary root vertex [14]. The following data structure can be used for directed and undirected trees, depending on the root node which can be artificial or not. The predecessor $j$ of a vertex $i$ in a tree is the first vertex in the path from $i$ to $s$. By definition of a tree, $j$ is unique and only depends on the choice of $s$. A successor $j$ of a vertex $i$ is a vertex whose predecessor is $i$. One of the simplest ways to store the information of a tree in a fixed-size data structure is to use the predecessors. This direct representation keeps the predecessors in a vertex-indexed vector pred. Thus $\operatorname{pred}(i)$ is the predecessor of vertex $i$ or, alternatively, the edge between $i$ and $\operatorname{pred}(i)$. The root has no predecessors; then $\operatorname{pred}(s)=\emptyset$. Such a structure allows an $O(1)$ access to each predecessor and to each edge connecting the subtree rooted at $i$ with the rest of the tree. It also allows a scan of all edges of a tree in $O(n)$.

Additional redundant data may be useful to perform tree manipulation and to allow efficient checking operations. One such data is the list of all the direct successors of a vertex. It can be explicitly defined as a list of vertices for each vertex, as well as be implicitly stored by adding two attributes to each vertex $i$ : its first successor $\operatorname{succ}(i)$ and next $(i)$, the next successor for $\operatorname{pred}(i)$. For instance, if the direct successors of vertex $a$ are $\{b, c, d\}$, the first successor of $a$ is $b=\operatorname{succ}(a)$. The successors of $a$ are as follows: $c=n \operatorname{ext}(b), d=\operatorname{next}(c)$ and $\operatorname{next}(d)=\emptyset$. This encoding shares similarities with the forward star structure presented in [2] for graphs, and the implicit list can be made bidirectional by adding an attribute $\operatorname{prev}(i)$ to each vertex which stores the previous successor in the list of pred (i). This way, $O(1)$ operations such as successor insertion or deletion are ensured. The number of direct successors $n b \_$succ $(i)$ can be kept as well.

Successor and predecessor structures allow managing several operations such as finding a cycle for edge insertion moves, finding the cheapest-weight costs for edge drop moves, and, with a few additional information, addressing difficult constraints like degree and diameter constraints. For instance, the depth(i) of a vertex $i$ is equal to the number of edges in the unique path from a given root vertex $s$ to $i$. It can be used for checking hop and diameter constraints.

Scanning a cycle created by adding an edge $[i, j] \in E$ into a spanning tree can be done efficiently using the predecessor structure. First, each node in the path $i \rightarrow s$ is set as visited. The same is done in the path $j \rightarrow s$, stopping as soon as a given vertex
$k$ has already been visited. Thus $k$ belongs to both paths $i \rightarrow s$ and $j \rightarrow s$. Getting the edge with the highest cost can be done by keeping the edge with the highest cost found when scanning the path $i \rightarrow s$ (resp. $j \rightarrow s$ ) at each visited node. A modified DFS or breadth-first search (BFS) starting at $i$ and stopping as soon as $j$ is found could also be used. However, this would require more sophisticated tree data structures to obtain $O(n)$ complexity as for the predecessor vector. This way, the edge insertion move can be performed in $O(n)$.

Another useful data can be defined to quickly check if a vertex belongs to a subtree. Let $f$ irst $(i)$ and last $(i)$ be two indexes associated with each vertex $i$. A DFS is applied on the tree, starting from $s$. Then $f$ irst $(i)$ stores the DFS vertex counter the first time $i$ is visited and last $(i)$ gets the DFS vertex counter when the DFS leaves the subtree of $i$. Thus, vertex $j$ belongs to the subtree of vertex $i$ if and only if $\operatorname{frst}(j) \in[\operatorname{first}(i), \operatorname{last}(i)]$. Besides, the number of vertices in the subtree of $i, i$ included, is $\operatorname{size}(i)=\operatorname{last}(i)-\operatorname{first}(i)+1$. This information can be used to check for special cases in edge insertion moves, if one extremity belongs to the subtree of the other one. The same idea can be used to check if a tree is feasible in the capacitated MST $[18,22]$. A demand $D_{i}$ is associated with each vertex $i$ and the sum of the demands in any subtree must not exceed a capacity $Q$. A demand counter is used instead of a vertex counter in the DFS.

The edge drop move requires reconnecting two trees disconnected after an edge $[i, j]$ has been removed. Without loss of generality, suppose $i$ is the predecessor of $j$, i.e., $i=\operatorname{pred}(j)$. First, all the vertices are set as unvisited. Then, all vertices in the subtree of $j$ (included) are set as visited by performing a DFS or a BFS, using the list of successors presented before. Getting the lowest cost edge reconnecting the two trees can be done in $O(m)$ by finding the smallest edge in $E$ with one extremity visited and the other one unvisited. This last operation is the most expensive and the edge drop move is in $O(m)$.

As mentioned before, the depth of a vertex from the root in a tree can be used to check hop and diameter constraints. For the root vertex, $\operatorname{depth}(s)=0$. A simple DFS or BFS starting from $s$ is sufficient to compute the depth of each vertex in $O(n)$. They may require an artificial vertex 0 playing the role of center, $\operatorname{depth}(0)=0$. The artificial vertex connects the central vertex whenever $D$ is even and one of the extremities for a central edge if $D$ is odd. Let $L=D / 2$ resp. $L=(D-1) / 2$ be the maximum depth allowed for a node, respectively, when $D$ is even resp. odd. Thus, whenever an artificial vertex is used, a diameter limit $D$ on the tree corresponds to a depth limit $L+1$ for each vertex from vertex 0 . Checking the degree is simpler; one may just add the number of successors and predecessors for each vertex.

## Encodings for Trees

The tree representation given in the section "Data Structures for Trees" can be used for most constructive heuristics and for moves in local searches and metaheuristics. However, evolutionary algorithms (EAs) usually require additional properties on the representation, and several other tree encodings have been proposed. In EAs,
operations are mostly done on encodings (the chromosomes) rather than on the solutions. These usually consist of crossovers and mutations in order to make the set of encodings (the population) evolve. Selection is done to obtain the best elements. It requires the evaluation of each element through the construction of the associated solution, named decoding.

Several properties on the encoding/decoding, i.e., the mapping between encodings and solutions, are needed to fully benefit from the design of EAs: (i) the time and space complexities for those operations should be as low as possible, (ii) any encoding should correspond to a feasible solution, (iii) the decoding should be unbiased, (iv) there should be at least one encoding leading to each optimal solution, (v) any offspring obtained from crossover and mutation should be valid, and (vi) the offsprings should share as much similarities as possible with their parents.

According to those criteria, the predecessor structure presented before offers a $O(n)$ complexity for encoding/decoding. However, a random vector of predecessors is very unlikely to be feasible. Classical crossovers and mutations also generate infeasible offsprings and a repair operator is required. On the other hand, there always exists one encoding for each optimal solution and the feasible offsprings inherit a lot of similarities from their parents.

Another classical representation is the Boolean edge-indexed vector. The status of each edge (used/unused) is stored in the solution. Thus it follows the binary encoding paradigm suggested in the early versions of genetic algorithms (GAs). However, a random vector is highly unlikely to be feasible and crossovers and mutations seldom produce feasible offsprings. Thus the repair operator is mandatory, unless defining dedicated crossovers and mutations.

Prüfer sequences have also been used to encode trees. They were introduced in [45] to prove the Cayley's theorem [12] and there is a bijection between the set of spanning trees and the set of Prüfer sequences. They are basically repetition vectors of size $n-2$ in which each vertex $i$ appears degree( $i$ ) - 1 times. Encoding and decoding can be done in $O(n \log n)$. There is no need for repair operator since every sequence corresponds to a feasible spanning tree. However, while appealing, this representation suffers from several drawbacks [23], especially with respect to property (vi) since a small change in the sequence might lead to a complete different solution.

Random keys [8] have also been used and are quite popular. A random key is a weight in $[0,1]$. For trees, one random key is associated with each edge, leading to a real-valued vector of size $m$. The decoding first consists of sorting the edges according to their random key and then applying a Kruskal-based constructive heuristic. Thus, it is done in $O(m \log m)$. It always leads to a feasible spanning tree and does not require a repair operator.

All the encodings suffer from shortcomings with respect to the properties (i)-(vi) mentioned before [46]. Moreover, they may not be able to handle sparse graph or additional constraints on the tree structure. Aside from random keys, a good alternative seems to be edge-set encoding [46]: the edges of the tree are directly stored in a variable-length vector. Thus, this is an explicit variable-size encoding whose encoding/decoding can be done in $O(n)$. It is less biased toward special


Fig. 5 Example of a tree with degree constraints. (a) A graph $G$. (b) MST of $G$. (c) A DCST of $G$
trees than random keys. It has been shown to be quite effective for solving NP-hard extensions of MST, provided dedicated crossovers and mutations are used.

## A Lagrangian Heuristic for DCMST

The use of Lagrangian relaxation in heuristic procedures has been proved to be quite a powerful tool for solving certain problems, especially DCMST. A Lagrangian heuristic (LH) involves a small number of ingredients that can be implemented efficiently: (i) determining Lagrange multipliers and evaluating Lagrange subproblems, (ii) obtaining feasible solutions from the Lagrange multipliers, and (iii) improving feasible solutions by a local search. The main advantages of an LH are that it is simple to implement, solutions of good quality can be obtained in a reasonable computational time, and lower bounds (LB) and upper bounds (UB) are available at each iteration. In addition, an LH can be used to obtain starting incumbent solutions in more complex exact algorithms.

Let $G=(V, E)$ be a graph defined as before. Costs $c_{e} \in \mathbb{R}^{+}$are associated with each edge $e \in E$, and a maximum degree $d_{v} \in \mathbb{N}^{*}$ is associated with each node $v \in V$. The DCMST problem consists in finding a minimal cost spanning tree $\mathcal{T}$ of $G$ such that the degree constraints are ensured for each node.

Figure 5a illustrates an example of a graph $G$, in which edge costs are reported in the middle of each edge and the maximum node degree constraints for spanning trees of $G$ are given in brackets near each node. An MST of $G$, with cost equal to 5, is given in Fig. 5b. One may note that this MST violates the degree constraint in node 1. A feasible solution for the degree-constrained spanning tree (DCST) for $G$ is provided in Fig. 5c, with cost equal to 9 .

## Problem Formulation

In order to present a mathematical model for DCMST problem, let $E(S) \subseteq E$ be the set of edges with both extremities in $S \subseteq V$. Let $\delta(v) \subseteq E$ be the set of edges adjacent to $v \in V$. Binary variables $x_{e}$, for all $e \in E$, represent the characteristic vector for a spanning tree of $G$, where $x_{e}=1$ if an edge $e$ belongs to the solution, and $x_{e}=0$ otherwise. The mathematical formulation is given from (1) to (4).

$$
\begin{align*}
(P) \quad \min _{x \in\{0,1\}^{m}} & \sum_{e \in E} c_{e} x_{e}  \tag{1}\\
\text { s.t. } & \sum_{e \in E} x_{e}=n-1,  \tag{2}\\
& \sum_{e \in E(S)} x_{e} \leq|S|-1, \quad S \subset V,  \tag{3}\\
& \sum_{e \in \delta(v)} x_{e} \leq d_{v}, \quad \forall v \in V . \tag{4}
\end{align*}
$$

An MST is defined from (1) to (3) and constraints (4) control the degree of each vertex. These last constraints are the difficult ones. Thus they are relaxed in the LH presented next. Note that when $d_{v}=2$, for all $v \in V$, the problem is reduced to finding a Hamiltonian path of minimum cost in $G$. Thus the DCMST is NPhard [22].

The role of Lagrange penalties or multipliers is to take into account violations on some relaxed constraints. Given a tree $\mathcal{T}$ and for every node $v \in V$, the amount of node violation is the difference $\sum_{e \in \delta(v)} x_{e}-d_{v}$ between its maximum degree $d_{v}$ and its degree in $\mathcal{T}$. In a DCST only nonpositive node violations are allowed. Positive node violation is penalized by associating a nonnegative penalty $\lambda_{i}$ with each violated node $i$. In this case, every edge incident to $i$ has its cost increased by $\lambda_{i}$. When both end nodes $i$ and $j$ of an edge $[i, j] \in E$ have positive penalties $\lambda_{i}$ and $\lambda_{j}$, respectively, the resulting Lagrange cost becomes $c_{i j}+\lambda_{i}+\lambda_{j}$.

Consider the MST in Fig. 5b. It violates the degree constraint of node 1 (three edges are adjacent to this node and the maximum allowed is one). Figure 6 illustrates an example of MSTs computed with edge costs modified by Lagrange multipliers, where spanning trees of minimum cost are defined by solid lines in each graph. If a penalty $\lambda_{1}=10$ is set and $\lambda_{i}=0$ for $i \in V \backslash\{1\}$ and an MST is computed for the graph with modified edge costs, the spanning tree in Fig. 6a is obtained. The degree constraint of node 2 is violated. Alternatively, if $\lambda_{1}=10, \lambda_{2}=2$, and $\lambda_{i}=0$ for $i \in V \backslash\{1,2\}$, an MST on the modified graph is in Fig. 6b. It is also feasible for the original graph $G$ in Fig. 5a.

Thus, the idea is to determine the "best" set of Lagrange multipliers leading to an MST on the graph with modified edge costs whose Lagrangian solution value is equal to the value of an optimal DCMST. To do so, the Lagrangian problem $\left(P_{\lambda}\right)$ is defined by associating Lagrange multipliers $\lambda \in \mathbb{R}_{+}^{n}$ with constraints (4) and bringing them to the objective function (1).

$$
\begin{gather*}
\left(P_{\lambda}\right) \min _{x \in\{0,1\}^{m}} \sum_{[i, j] \in E}\left(c_{i j}+\lambda_{i}+\lambda_{j}\right) x_{i j}-\sum_{i \in V} \lambda_{i} d_{i}  \tag{5}\\
\text { s.t. }
\end{gather*}
$$



Fig. 6 Example of graphs with edge cost modified by Lagrange multipliers. (a) MST with $\lambda_{1}=10$. (b) MST with $\lambda_{1}=10, \lambda_{2}=2$

For any $\lambda \geq 0$, the solution value of $\left(P_{\lambda}\right)$ is a lower bound on the optimal solution of $(P)$. Consequently, the solution of the problem $(D)$ is the best lower bound one can get for the solution of $(P)$. Problem $(D)$ is the Lagrangian dual problem of $(P)$.

$$
\begin{align*}
& \text { (D) } \max _{\lambda \geq 0} \min _{x \in\{0,1\}^{m}} \sum_{[i, j] \in E}\left(c_{i j}+\lambda_{i}+\lambda_{j}\right) x_{i j}-\sum_{i \in V} \lambda_{i} d_{i}  \tag{6}\\
& \text { s.t. (2)-(3). }
\end{align*}
$$

The MST on the graph $G^{2}$ in Fig. 6 b has a cost $(3+5+12)-(10 \times 1+2 \times 1)=8$. This is a lower bound on the optimal DCMST value of the graph in Fig. 5a. It is optimal since that solution is feasible for $G$ and its original cost in $G$ is 8 .

## A Subgradient Procedure for DCMST Problem

The classical subgradient (SG) method of Held et al. [31] is used to compute Lagrange multipliers $\lambda$ iteratively for problem $\left(P_{\lambda}\right)$. At each iteration $k$ of the method, the idea is to find a direction $s^{k}$ and a step size $t_{k}$ to move from $\lambda^{k}$ to a new set of multipliers $\lambda^{k+1}$ :

$$
\begin{equation*}
\lambda^{k+1}=\max \left\{0, \lambda^{k}+t_{k} s^{k}\right\} \tag{7}
\end{equation*}
$$

$s^{k}$ is the subgradient of $\left(P_{\lambda^{k}}\right)$ with respect to the Lagrangian solution $x^{k}$. Its coordinates are given by

$$
\begin{equation*}
s_{i}^{k}=\sum_{e \in \delta(i)} x_{e}^{k}-d_{i}, \quad \forall i \in V \tag{8}
\end{equation*}
$$

Determining the step size $t_{k}$ requires an incumbent UB on the optimal solution value of $(P)$, the Lagrangian value $L B^{k}$ referred to $x^{k}$, and the norm of the direction $s^{k}$. It is defined as

$$
\begin{equation*}
t_{k}=\frac{\alpha\left(U B-L B^{k}\right)}{\left\|s^{k}\right\|^{2}} \tag{9}
\end{equation*}
$$

where $\alpha$ is a scaling factor. Initially $\alpha=2$ and it is reduced (usually $\alpha \leftarrow \alpha / 2$ ) after some iterations with no improvement on the best LB. Thus, convergence of the SG algorithm is ensured. The number of iterations can be limited to a maximum value determined according to the characteristic of the problem instances being solved. If the Lagrangian solution is feasible for $(P)$ and its Lagrangian value is equal to UB, it is optimal and the algorithm stops. Further details on the SG algorithm for DCMST problem can be found in [5].

As an example, the SG algorithm is applied to the graph $G$ in Fig. 5a. Initially $\lambda^{0}=0$ and the resulting graph $G\left(\lambda^{0}\right)$ has the same edge costs as in $G$. The Lagrangian solution $\mathcal{T}^{0}$ for $G\left(\lambda^{0}\right)$ is the MST of $G$ (Fig. 5b), and its Lagrangian cost is $\mathrm{LB}^{0}=5$. The degree of nodes $1,2,3$, and 4 in $\mathcal{T}^{0}$ are $3,1,1$, and 1 , respectively. The initial subgradient direction is $\left(s^{0}\right)^{t}=(2,0,-2,-1)$. Figure 8 presents graphs $G\left(\lambda^{k}\right)$ of each SG iteration $k$. The Lagrange edge costs are displayed near each edge and Lagrange multipliers near each node. Moreover, Lagrangian solutions $\mathcal{T}^{k}$ of $G\left(\lambda^{k}\right)$ are defined by solid lines. Lagrange multipliers are computed according to Fig. 5 as follows: suppose the incumbent $\mathrm{UB}=9$ is given by the DCST in Fig. 5c, as computed by heuristic in section "A Greedy Heuristic for DCST". The new set of Lagrange multipliers is $\left(\lambda^{1}\right)^{t}=(16 / 9,0,0,0)$. The corresponding graph $G\left(\lambda^{1}\right)$ leads to the Lagrangian solution $\mathcal{T}^{1}$ in Fig. 7, in solid lines. The new direction $s^{1}$ is carried forward in Fig. 8, column $\mathcal{T}^{1}$. The SG algorithm iterates until iteration 4, where the Lagrangian solution $\mathcal{T}^{4}$ is a feasible DCST for $G$. The original cost of $\mathcal{T}^{4}$ in $G$ is 8 and its Lagrangian cost is $\mathrm{LB}^{4}=596 / 75$. As all edges of $G$ have integer costs, the optimal solution value must be integer. Therefore, the optimal solution value $\mathrm{UB}^{*}$ is such that $\lceil 596 / 75\rceil \leq \mathrm{UB}^{*} \leq 8$. Thus $\mathcal{T}^{4}$ is optimal and the algorithm stops.


Fig. 7 Example of iterations for the SG method. (a) $\mathbf{G}\left(\lambda^{1}\right)$. (b) $\mathbf{G}\left(\lambda^{2}\right)$. (c) $\mathbf{G}\left(\lambda^{3}\right)$. (d) $\mathbf{G}\left(\lambda^{4}\right)$

$$
\begin{aligned}
& \mathcal{T}^{1} \\
& \lambda^{1}=\left(\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right)+\frac{2(9-5)}{9}\left(\begin{array}{c}
2 \\
0 \\
-2 \\
-1
\end{array}\right) \stackrel{\lambda \geqq 0}{\underline{=}}\left(\begin{array}{c}
\frac{16}{9} \\
0 \\
0 \\
0
\end{array}\right) \\
& s^{1}=\left(\begin{array}{c}
0 \\
1 \\
-2 \\
0
\end{array}\right) \\
& \mathcal{T}^{2} \\
& \lambda^{2}=\left(\begin{array}{c}
\frac{16}{9} \\
0 \\
0 \\
0
\end{array}\right)+\frac{2(9-7)}{5}\left(\begin{array}{c}
0 \\
1 \\
-2 \\
0
\end{array}\right) \lambda \stackrel{\geqq}{\underline{2}}\left(\begin{array}{c}
\frac{16}{9} \\
\frac{4}{5} \\
0 \\
0
\end{array}\right) \\
& s^{2}=\left(\begin{array}{c}
1 \\
0 \\
-1 \\
-1
\end{array}\right) \\
& \mathcal{T}^{3} \\
& \lambda^{3}=\left(\begin{array}{l}
\frac{16}{9} \\
\frac{4}{5} \\
0 \\
0
\end{array}\right)+\frac{2\left(9-\frac{70}{9}\right)}{3}\left(\begin{array}{c}
1 \\
0 \\
-1 \\
-1
\end{array}\right) \stackrel{\lambda \geqq 0}{\underline{\underline{~}}}\left(\begin{array}{c}
\frac{10}{3} \\
\frac{4}{5} \\
0 \\
0
\end{array}\right) \\
& \mathcal{T}^{4} \\
& \left.\lambda^{4}=\left(\begin{array}{c}
\frac{10}{3} \\
\frac{4}{5} \\
0 \\
0
\end{array}\right)+\frac{2\left(9-\frac{39}{5}\right)}{5}\left(\begin{array}{c}
0 \\
1 \\
-2 \\
0
\end{array}\right) \lambda \geqq \begin{array}{c}
= \\
\frac{32}{25} \\
0 \\
0
\end{array}\right) \\
& s^{3}=\left(\begin{array}{c}
0 \\
1 \\
-2 \\
0
\end{array}\right) \\
& s^{4}=\left(\begin{array}{c}
0 \\
0 \\
-1 \\
0
\end{array}\right)
\end{aligned}
$$

Fig. 8 Updating Lagrange multipliers during the SG iterations shown in Fig. 7
a
(4)
(1)
(2)

(3) (2)


Fig. 9 Example of Kruskal-based heuristic for DCST. (a) Initial. (b) First edge. (c) Second edge. (d) Third edge

## A Greedy Heuristic for DCST

Kruskal's algorithm can be adapted [5] to compute DCSTs on a graph $G=(V, E)$. It consists of (i) ordering the edges in $E$ by nondecreasing edge costs; (ii) creating a forest with $|V|$ trivial trees $C_{i}=\{i\}$, for all $i \in V$; and (iii) connecting all disjoint trees (forests) by including one edge at a time, using the ordered list until a spanning tree is obtained. A vertex is saturated if its degree matches the maximum degree allowed. A tree is saturated if all its vertices are saturated. Then, an edge $[u, v] \in E$ is inserted in the solution if both $u$ and $v$ are not saturated and if they do not belong to the same tree. Moreover, merging the two trees using $[u, v]$ must not lead to a saturated tree, except if the resulting tree spans $V$.

Consider the graph $G$ in Fig. 5a and assume that the ordered list of edges is $\{[1,2],[1,4],[1,3],[2,4],[3,4],[2,3]\}$. Initially, each vertex is a trivial tree. The first edge to be considered is [1,2]. It is discarded as its inclusion would result in a saturated tree. In the sequel, edge $[1,4]$ can be added since it does not saturate vertices 1 and 4 nor create a cycle. Node 1 is saturated; thus, the third edge [1,3] is rejected. The fourth edge $[2,4]$ is also not accepted because it would result in a saturated tree. The fifth edge [3, 4] is included, idem for the sixth edge [2, 3]. Then the algorithm stops with a feasible DCST. Note that this heuristic stops with a feasible solution for complete graphs only. Figure 9 presents this example with the ordered list of edges defined above. Solid lines correspond to edges included, while dotted lines correspond to discarded edges.

This heuristic can also be applied to graphs with modified Lagrange edge costs during the SG and compute its cost on the graph $G$. Nevertheless, doing this every SG iteration is time consuming. Finally, this heuristic can be used only when a Lagrangian solution improves the best incumbent LB on the optimal solution of $(P)$.

## Improving DCSTs with a Local Search

Given a graph $G=(V, E)$ and a spanning tree $\mathcal{T}$ of $G$, let $E(\mathcal{T})$ be the set of edges in $\mathcal{T}$. Moreover, consider a given subset $\left\{e_{1}, e_{2}, \cdots, e_{k}\right\} \subset E(\mathcal{T})$ of the edges belonging to $\mathcal{T}$. If there is a subset of edges $\left\{\hat{e}_{1}, \hat{e}_{2}, \cdots, \hat{e}_{k}\right\} \subset E \backslash E(\mathcal{T})$ such that $E(\mathcal{T}) \backslash\left\{e_{1}, e_{2}, \cdots, e_{k}\right\} \cup\left\{\hat{e}_{1}, \hat{e}_{2}, \cdots, \hat{e}_{k}\right\}$ induces a spanning tree $\hat{\mathcal{T}}$ of $G$, then $\hat{\mathcal{T}}$ is said to belong to a $k$-neighborhood of $\mathcal{T}$, denoted by $\hat{\mathcal{T}} \in N_{k}(\mathcal{T})$, and that $\mathcal{T} \in N_{k}(\hat{\mathcal{T}})$.

Consider $k+1$ connected components $C_{1}, C_{2}, \cdots, C_{k+1}$ obtained after removing $k$ edges $\left\{e_{1}, e_{2}, \cdots, e_{k}\right\} \subset E(\mathcal{T})$ from a given spanning tree $\mathcal{T}$. If $\left\{\bar{e}_{1}, \bar{e}_{2}, \cdots, \bar{e}_{k}\right\} \subset$ $E \backslash E(\mathcal{T})$ is a minimum cost subset of $k$ edges to reconnect the $k+1$ components $C_{1}, C_{2}, \cdots, C_{k+1}$ forming a new spanning tree, then $\mathcal{T} \cup\left\{\bar{e}_{1}, \bar{e}_{2}, \cdots, \bar{e}_{k}\right\} \backslash$ $\left\{e_{1}, e_{2}, \cdots, e_{k}\right\}$ is called a $k$-opt edge exchange. Such a move corresponds to applying $k$ times an edge drop or an edge insertion move, as seen in section "Basic Features for Trees and Forests".

Figure 10 illustrates an example of a 2-opt edge exchange. Tree $\mathcal{T}^{1}$ in Fig. 10b is obtained from $\mathcal{T}$ in Fig. 10a by removing the edges [1, 4], [2, 3] and adding the edges $[1,3],[2,4]$ while keeping the feasibility of the resulting tree.

Determining the best $k$-opt edge exchange move among all $\binom{|E(\mathcal{T})|}{k}$ combinations of $k$ edges of $E(\mathcal{T})$ is very time consuming. A reasonable trade-off between solution quality and processing time is to limit $k$ to 3 . A greedy local search then iteratively performs $k$-opt edge exchange moves, until reaching a local optimum.


Fig. 10 Example of a 2-opt edge exchange move. (a) Tree $\mathcal{T}$. (b) Tree $\mathcal{T}^{1}$

## A Lagrangian Heuristic for DCMST

Using the components presented before, Algorithm 1 is a Lagrangian heuristic for DCMST problem. Given a graph $G=(V, E)$, a feasible starting DCST $\mathcal{T}^{*}$ is computed by the heuristic in section "A Greedy Heuristic for DCST". A limit MaxIter is set to the number of SG iterations. Basically, the subgradient method (section "A Subgradient Procedure for DCMST Problem") is used to update Lagrange multipliers until the stopping criterion (number of iterations or optimal solution) is met. At each iteration $k$, the classical Kruskal's algorithm [37] computes a Lagrangian solution $\mathcal{T}^{k}$ on the graph $G\left(\lambda^{k}\right)$ : $\mathcal{T}^{k} \backslash \operatorname{MST}\left(G\left(\lambda^{k}\right)\right)$. The Lagrangian solution cost of $\mathcal{T}^{k}\left(\operatorname{Lagr} \operatorname{Cost}\left(\mathcal{T}^{k}\right)\right)$ gives a lower bound $\mathrm{LB}^{k}$ on the optimal solution value. If it improves LB , the new value $\mathrm{LB}^{k}$ is updated. Eventually, $\mathcal{T}^{k}$ is a DCST. In this case, a local search procedure (section "Improving DCSTs with a Local Search") is called to improve $\mathcal{T}^{k}$ if the cost $\operatorname{Cost}\left(\mathcal{T}^{k}\right)$ of $\mathcal{T}^{k}$ in $G$ improves UB: $\mathcal{T}^{*} \backslash$ LocalSearch $\left(\mathcal{T}^{k}\right)$.

As mentioned before, halving $\alpha$ after some SG iterations without any improvement on LB guarantees the convergence of the subgradient procedure. Also, one can work with a reduced instance $G^{\prime}=\left(V, E^{\prime}\right)$ of the problem, by considering only a subset $E^{\prime} \subset E$ of ordered edges required to obtain a feasible DCST for the problem, by using the modified Kruskal's algorithm from section "A Greedy Heuristic for DCST." Moreover, more sophisticated local searches and even metaheuristics can be used instead of the local search presented in section "Improving DCSTs with a Local Search". For instance, variable neighborhood search (VNS), dynamic variable neighborhood descent (VND), and absorption function [57] have been used in [4]. As the $k$-opt local search procedure is based on a greedy criterion, the Lagrangian heuristic may not escape local optima. To overcome this issue, the authors in [4] suggest to integrate a VNS and a dynamic VND, as well as absorption functions of [57].

The LH presented here has been applied to a number of benchmark instances from the literature: Euclidean And-inst, Hamiltonian Ham-inst, Shrd [36], M-graph and R-graph instances, and the new Dr-inst and De-inst instances [15]. In addition,

```
Algorithm 1: Lagrangian heuristic [5]
Data: a graph \(G=(V, E)\), a \(\operatorname{DCST} \mathcal{T}^{*}\), a maximum number of iterations
        MaxIter;
Result: a DCST of \(G\);
initialization: \(k \leftarrow 0 ; \lambda^{0} \leftarrow \mathbf{0} ; T^{0} \leftarrow \operatorname{MST}\left(G\left(\lambda^{0}\right)\right) ; \mathrm{LB} \leftarrow \operatorname{Lagr} \operatorname{Cost}\left(\mathcal{T}^{0}\right)\);
\(\mathrm{UB} \leftarrow \operatorname{Cost}\left(\mathcal{T}^{*}\right)\); while ( \(L B<U B\) and \(k<\) MaxIter \()\) do
    compute \(\lambda^{k+1}\) by using Equation (7);
    set \(\mathcal{T}^{k} \leftarrow \operatorname{MST}\left(G\left(\lambda^{k}\right)\right)\) and \(\mathrm{LB}^{k} \leftarrow \operatorname{Lagr} \operatorname{Cost}\left(\mathcal{T}^{k}\right)\);
    if \(\left(L B^{k}>L B\right)\) then
        \(\mathrm{LB} \leftarrow \mathrm{LB}^{k}\);
    end
    if \(\left(\mathcal{T}^{k}\right.\) is a \(D C S T\) and \(\left.\operatorname{Cost}\left(\mathcal{T}^{k}\right)<U B\right)\) then
        \(\mathcal{T}^{*} \leftarrow\) LocalSearch \(\left(\mathcal{T}^{k}\right) ;\)
        \(\mathrm{UB} \leftarrow \operatorname{Cost}\left(\mathcal{T}^{*}\right) ;\)
    end
    \(k \leftarrow k+1 ;\)
end
return \(\mathcal{T}^{*}\);
```

the solutions obtained by LH have been used as cutoff to speed up exact methods [4, 15] for DCMST problems.

Results obtained by LH have provided new average gaps of up to $0.188 \%$ and $6.230 \%$ for And-inst and Ham-inst instances, respectively. Moreover, it has solved to optimality the Shrd, M-graph, and R-graph sets. After introducing the VNS, optimality was reached for 23 out of 25 And-inst instances, 4 out of 15 Haminst instances, and 8 out of 18 De-inst instances. Furthermore, optimal solutions were obtained for all Dr-inst instances. Thus, LH has been shown to be a powerful approach for DCMST problems.

## Evolutionary Heuristic for a Generalization of BDMST

In this section, another way to handle difficult constraints is described for a generalization of the BDMST. The difficult constraints of the problem are defined on the paths of the tree rather than on the nodes as for DCMST. BDMST is defined in a connected and undirected graph $G=(V, E)$, where costs $c_{i j} \geq 0$ are associated with each edge $[i, j] \in E$. Consider $\mathcal{T}$ as a spanning tree of $G$. By MST definition, there is a unique path $\mathcal{P}_{i j}$ in $\mathcal{T}$ between any pair of nodes $i, j \in V$. Thus, given $\rho_{i j}$ the number of edges in the path $\mathcal{P}_{i j}$, the diameter $D$ of $\mathcal{T}$ is defined as $D=\max \left\{\rho_{i j}: \forall i, j \in V, i \neq j\right\}$. The BDMST consists in finding an MST such that its diameter does not exceed a given $k \in \mathbb{N}^{*}$, i.e., $D \leq k$. This problem belongs to the NP-hard class whenever $3<k<n-1$ [22].


Fig. 11 Example of a tree with diameter constraints. (a) A graph $G$. (b) MST of $G$ (c) A BDMST of $G$

An example is shown in Fig. 11 for $k=$ 2, considering the graph given in Fig. 11a. The MST is presented in Fig. 11b. It violates the diameter since $D=3$. The optimal BDMST solution is provided in Fig. 11c, where the longest path has two edges ( $D=2$ ).

Several works are found in the literature for BDMST such as mathematical formulations [25,27,53], exact methods [26,43, 44], and heuristics [40, 47, 49]. Yet, optimality has not been proved for an important benchmark of instances proposed by [47], containing complete graphs whose size varies from 50 to 1000 vertices. Thus, an original strategy is to investigate the search space of this problem by using bi-objective approaches to compute the Pareto front. The idea is to drop the difficult constraints, i.e., diameter, and to consider them as a new criterion. Then a bi-objective optimization problem is solved. Thus the total tree cost and the diameter are minimized simultaneously. The problem remains difficult since the goal is to determine a Pareto front. However, the multiobjective strategy is interesting since every spanning tree is feasible and efficient algorithms are available to compute them. Moreover, in recent years, several advances have been done in solving multiobjective (bi-objective) problems using heuristics and metaheuristics. In addition, bi-objective heuristics do not depend on a good mathematical formulation. Another key point is that it is possible to bound the values for each criteria for problems relying on trees such as BDMST.

Bi-objective optimization for MSTs has already been investigated considering two cost objective functions. For example, a branch-and-bound was proposed in [56] and a two-phase enumeration was introduced in [48,58]. Bi-objective metaheuristics are also used for two cost objective functions as in [6,59]. A multiobjective evolutionary algorithm (MOEA) for the network design problem is presented in [59] to minimize the infrastructure cost and the maintenance cost, while a multiobjective greedy randomized adaptive search procedure (GRASP) is applied in [6] to find MST with two costs. Using this idea to handle difficult constraints seems to be more recent, in particular for the BDMST. Works [17, 50, 52] are dedicated to multiobjective strategies for the BDMST, referred as the bi-objective minimum diameter-cost spanning tree (bi-MDCST) problem. One of the most efficient multiobjective heuristics developed for bi-MDCST is the nondominated sorting genetic algorithm (NSGA-II), presented in the sequel.

## Problem Definition

Without loss of generality, applying bi-objective heuristics for a problem $\mathcal{P}$ like the bi-MDCST implies the minimization of two objective functions \{min $f_{1}(x)$, $\left.\min f_{2}(x) \mid x \in \mathcal{X}\right\} . \mathcal{X}$ is the feasible solution space of $\mathcal{P}$ and $f(x)$ is the vector of objective functions. For the bi-MDCST, $\left\{f_{1}(x), f_{2}(x)\right\}$ denote the cost and the diameter, respectively. Then a set of compromise solutions with respect to the two objective functions has to be obtained instead of a single solution as for the classical BDMST.

The concept of dominance is used to define the set of compromise solutions, usually called Pareto front. Considering two bi-MDCST solutions $x$ and $y, x$ dominates $y$ if and only if the following conditions hold:

$$
\begin{cases}f_{k}(x)<f_{k}(y) & \exists k \in\{1,2\} \quad \text { and }  \tag{10}\\ f_{k}(x) \leq f_{k}(y) & \forall k \in\{1,2\}\end{cases}
$$

A Pareto solution $x^{*}$ is optimal whenever it is not dominated by any solution in $\mathcal{X}$. The Pareto-optimal front is composed of the Pareto-optimal solutions (nondominated). The bi-MDCST seeks a set of Pareto-optimal spanning trees $\mathcal{T}$ of $G$ where $f_{1}$ and $f_{2}$ are simultaneously minimized. Figure 12 presents three solutions for bi-MDCST, considering the graph of Fig. 11a. The cost and the diameter for $\mathcal{T}_{1}$, $\mathcal{T}_{2}$, and $\mathcal{T}_{3}$ are, respectively, $\{29,2\},\{14,3\}$, and $\{24,2\}$. Solution $\mathcal{T}_{1}$ is dominated by $\mathcal{T}_{3}$ due to the cost. However, solutions $\mathcal{T}_{2}$ and $\mathcal{T}_{3}$ are not dominated by each other since $\mathcal{T}_{2}$ has a smaller cost than $\mathcal{T}_{3}$, while $\mathcal{T}_{3}$ has a smaller diameter than $\mathcal{T}_{2}$. One may note that solutions $\mathcal{T}_{2}$ and $\mathcal{T}_{3}$ are not Pareto-optimal because they are, respectively, dominated by the MST depicted in Fig. 11b of value $\{7,3\}$ and the solution shown in Fig. 11c of values $\{15,2\}$.

For bi-MDCST, an obvious LB on the cost can be obtained by computing an MST on the graph. The diameter of this solution also provides an UB on the diameter. In addition, for complete graphs, the star is also a trivial LB on the diameter. The minimal cost of a star in the graph can provide an UB for the cost. Spanning trees of diameters $D \in\{2,3\}$ can be computed in polynomial time as shown in [52]. Those


Fig. 12 Example of solutions for bi-MDCST. (a) Solution $\mathcal{T}_{1}$. (b) Solution $\mathcal{T}_{2}$ (c) Solution $\mathcal{T}_{3}$

LB on the diameter may not necessarily exist on general graphs. However, checking if a graph contains at least one such spanning tree can be done in polynomial time.

## An NSGA-II for Bi-MDCST

The NSGA-II has been proposed by [19] and is one of the metaheuristics available to compute Pareto fronts for multiobjective optimization problems. This method has been applied to a number of multiobjective optimization problems for the past ten years. Moreover, it uses simple and efficient operators to manage the Pareto front convergence. Such operators are added to a classical genetic algorithm (GA), which is very popular in the scientific literature. The two special multiobjective operators are the ranking and the crowding distance. These two operators are computed for each solution and are responsible to manage the Pareto front convergence. Both the ranking and the crowding distance are associated with each solution. Given a target solution $\mathcal{T}$, the ranking contains the number of solutions that dominate $\mathcal{T}$. Thus, the lower the ranking, the better the solution. Fronts are then defined by solutions of same ranking. Given a front of $M$ solutions, the crowding distance $w$ is computed following Equation (11), where $s c(j)$ and $\operatorname{pr}(j)$ are, respectively, the value which precedes $j$ in $w$ and the value which follows $j$ in $w$. For any (nondegenerate) front with more than one solution, $z_{m}^{\max } \neq z_{m}^{\min }$. The bi-MDCST involves two objectives $m=1,2$; thus, $z_{m}^{\max }$ and $z_{m}^{\min }$ are the maximum and the minimum objective function values, which need to be properly normalized. The crowding distance is a kind of Manhattan distance between two solutions from the same front. Then, the higher the crowding distance is, the more distant the two solutions are. As a consequence, solutions with larger crowding distance are preferred since they belong to less covered areas.

$$
\begin{equation*}
w_{j}=\sum_{m=1}^{M}\left(\frac{z_{m}^{s c(j)}-z_{m}^{p r(j)}}{z_{m}^{\max }-z_{m}^{\min }}\right) \tag{11}
\end{equation*}
$$

The algorithm performs the following steps: (1) generate the initial population (set of solutions), (2) compute and order the population using the ranking and crowding distance, (3) select the first half elements of the population, and (4) generate the remaining elements using genetic operators and go to step (2). These steps are repeated until stopping criteria are met and are detailed below. In addition, a local search can be applied to each new solution in the population, i.e., before moving to step 2. In the vocabulary of GA, the use of a local search within a GA is referred as a memetic algorithm (MA). The idea of generating all $2 n$ solutions and ordering them before cutting $n$ solutions avoids cutting good solutions.

Given a graph $G=(V, E)$, a solution for bi-MDSCT (also referred as chromosome in the GA vocabulary) can be encoded using a vector of size $n$ containing the direct predecessor of a vertex in the tree. A population can be generated using any heuristics (greedy, randomized, etc.) or even randomly generated spanning trees
(step 1). The work [53] suggests an initial population of size $2 n$ which contains (i) two specific solutions, an MST of $G$ and a spanning tree of diameter $D=2$ or $D=3$, if it applies; (ii) half of the population obtained randomly; and (iii) the remaining solutions computed using a randomized version of Prim's algorithm (i.e., the vertex entering the solution is randomly selected from a list of good candidates).

As mentioned above, the ranking and the crowding distance are computed for each solution in the initial population (step 2). Then, these operators will be responsible for the selection of solutions, following a multiobjective evolutionary approach rather than directly considering their cost and diameter. The comparison between two solutions $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ with respect to their ranking $r_{1}$ and $r_{2}$ and their crowding distance $w_{1}$ and $w_{2}$ is as follows:

$$
\begin{equation*}
\left(r_{1}<r_{2}\right) \text { or }\left(\left(r_{1}=r_{2}\right) \text { and }\left(w_{1}>w_{2}\right)\right) \tag{12}
\end{equation*}
$$

$\mathcal{T}_{1}$ is said to be better than $\mathcal{T}_{2}$ whenever the condition (12) holds. In the following (step 2), the population is ordered. Now, the algorithm proceeds to the selection (step 3) by keeping the $n$ best solutions for the next iteration. The $n$ new solutions to enter the population can be generated by the crossover proposed by [11] (step 3 ). One advantage of this crossover is that feasibility of new solution is ensured, even for sparse graphs. The way to select the parents in the crossover can follow a classical elitist strategy, i.e., one parent from the elite set and the other one randomly selected from the remaining population. The crossover proposed by [11] works as follows: given two solutions (parents) $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$, a support graph $G^{\prime}$ containing all edges from $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ is built. Then, an MST is computed on $G^{\prime}$ to obtain the new solution. Figure 13 illustrates this crossover, considering the graph $G$ shown in Fig. 11a. The two parents $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ are, respectively, given in Fig. 13a and b. The resulting support graph $G^{\prime}$ is presented in Fig. 13c and the new individual is provided in Fig 13d, for which Cost $=11$ and $D=3$.

The local search iteratively performs a 2-opt move until no improvement can be done on the current solution. The 2 -opt move uses the edge drop move previously presented. A specific feature of the 2-opt move for bi-MDCST suggested by [52] is that a move is accepted if and only if the diameter does not change and the cost


Fig. 13 Example of the crossover operator. (a) Solution $\mathcal{T}_{1}$. (b) Solution $\mathcal{T}_{2}$. (c) Graph $G^{\prime}$. (d) MST of $G^{\prime}$
is reduced. This means the local search will reach a local optima having the same diameter as the current solution.

The main insights obtained in [17,52] by applying the NSGA-II for bi-MDSCT are summarized below. Three main sets of instances available in the literature for the BDMST were used in the experiments. They were proposed by [25, 40, 47], respectively. In addition, two test sets were proposed by [52] containing 9 and 11 instances, named Hamiltonian cycle and Hamiltonian path, respectively. Results produced by NSGA-II were compared with available optimal values for the BDMST from $[26,53]$. The NSGA-II for bi-MDCST manages to find some optimal diameter values of the BDMST and it is very close in the other cases. The computational time does not exceed the computational time spent by dedicated and sophisticated methods for the BDMST. The Pareto-optimal fronts for the test sets used in [40,52] are published on the site http://di.uern.br/dario/bi-mdcst-problem/.

Some interesting characteristics have been observed: (i) a significant difference in tree cost occurs in the Pareto-optimal front between solutions with $D=2$ and $D=3$; (ii) since the instances from [40] have edges with similar cost, there are several MSTs with different diameters; (iii) some diameters are not interesting because the best corresponding solutions are dominated; and (iv) for the majority of instances from the sets mentioned above, up to 15 target diameters exist. The multiobjective approach has shown to be effective. It works consistently well and can provide useful information about the search space and the Pareto front for biMDCST problems.

## Conclusion

Trees and forests are very rich topics, both in terms of theoretical and practical issues. Integrating good ingredients in sophisticated heuristics is the first step to produce good, competitive heuristics and even find new better results for NP-hard problems relying on these structures. In this context, some basic components for trees and forests are summarized in this chapter and two ways of addressing difficult constraints (degree and diameter) are presented, with the hope it will inspire new and fruitful research on these topics.

In terms of constructive heuristics, two basic ways have been addressed in the literature: tree expansion and tree fusion. Concerning the improvement heuristics, two main classes appear: restoration and local search. Some of these strategies use tree properties such as the local searches based on $k$-opt moves. In fact, by definition of a tree, removing an edge from a tree results in two connected components and inserting an edge in a tree obviously creates a cycle. Thus even an 1-opt can be considered two ways, either by first removing an edge or by first adding an edge. Even if they basically are 1-opt moves, these may impact the way the search space is explored.

Some key points are also provided in order to represent a tree in terms of data structures. Encoding and decoding a tree can be done directly by means of predecessor vectors indexed on the vertex or edge sets. It can also be done indirectly
by using random keys. Additional data structures are also required to handle difficult constraints such as degrees and diameter. The choice of data structures will mainly impact the algorithm complexity. As a consequence, careful choices can save running time.

Two different strategies to address difficult constraints have been presented. The first, more classical, relies on a Lagrangian relaxation in which the constraints are relaxed and integrated into the objective function using the Lagrangian penalties. The second way consists of dropping the constraints, considering them as a new criterion. The resulting bi-objective problem is then solved by multiobjective approaches. The former presents the advantages of being simple to implement; it obtains solutions of good quality in a reasonable computational time, and lower and upper bounds are available at each iteration. A drawback is that it strongly depends on the mathematical formulation and the chosen decomposition. The latter is far less investigated in the literature, in particular for addressing difficult constraints. It has the following advantages: it provides additional information about the search space, and the computational time to obtain the Pareto front is very close to the time spent applying sophisticated dedicated methods. Moreover, limits in the search space can be computed and dominance rules can speed up the inspection of the solutions. A drawback is that the problem remains difficult since it may involve solving several NP-hard problems. However, facing NP-hard problems from a multiobjective perspective remains an interesting direction for further research.

## Cross-References

- Evolutionary Algorithms
- Multiobjective Optimization
- Variable Neighborhood Descent
- Variable Neighborhood Search
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