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Abstract This paper presents a complete system able to categorize handwritten documents, i.e. to classify documents according to their topic. The categorization approach is based on the detection of some discriminative keywords prior to the use of the well known tf-idf representation for document categorization. Two keyword extraction strategies are explored. The first one proceeds to the recognition of the whole document. However, the performance of this strategy strongly decreases when the lexicon size increases. The second strategy only extracts the discriminative keywords in the handwritten documents. This information extraction strategy relies on the integration of a rejection model (or anti-lexicon model) in the recognition system. Experiments have been carried out on an unconstrained handwritten document database coming from an industrial application concerning the processing of incoming mails. Results show that the discriminative keyword extraction system leads to better recall/precision trade-offs than the full recognition strategy. The keyword extraction strategy also outperforms the full recognition strategy for the categorization task.
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1 Introduction

These last years, the number of paper documents generated by administrative and economic activities has exploded. To facilitate the storage, processing and transferring of these documents, Electronic Document Management (EDM) systems have been developed, where paper documents are scanned, stored and transferred electronically. In this context, the automatic reading of the document image content has seen a fast expansion. We have thereby observed the development of applications for processing targeted, specific problems, such as the automatic reading of forms, postal addresses or bank checks [Plamondon 00, Koerich 05, Lorette 07]. Besides these specific applications, the automatic processing of handwritten documents remains a difficult and open problem: there is no system able to recognize an entire page of unconstrained cursive handwriting without using prior knowledge. This can be mainly explained by the huge variability in the writing style. In the literature, some recent works [Zimmermann 06, Vinciarelli 04, Bertolami 08] have addressed the processing of lightly constrained handwritten documents such as free mails. Among these projects, some address the full document recognition, whereas others are more oriented towards the rejection of misrecognized hypotheses or out of vocabulary words [Zimmermann 04, Koerich 05]. Some other projects e.g. [Cao 07] aim at indexing handwritten documents by their textual content for retrieval purposes. One alternative, called keyword spotting, has been proposed in order to provide indexation facilities of a collection of handwritten documents [Mannmatha 97, Rath 07, Adamek 07]. In this case, word images are clustered using some appropriate features and elastic matching, thus avoiding the diffi-
cult task of recognition. Although interesting\(^1\), these studies are not suitable for omni-writer mail documents since i) they are based on a word image matching process, assuming word images boundaries are known; and ii) these collections exhibit some stability in the writing styles of the various writers encountered in the collection.

To the best of our knowledge, only one specific study presented in [Vinciarelli 05] has been devoted to the categorization of handwritten documents. This pioneer study has been carried out using a mono-writer corpus built specifically. The proposed approach uses the word outputs of a mono-writer recognition system to feed a word vector representation optimized for the categorization task at end. The categorization stage is performed using a classifier such as SVM, or KNN.

In this paper, we address the categorization task of omni-writer handwritten documents such as incoming mail documents. Thousands of such documents are received day by day in customer services of companies for various claims (address change, change of contract, contract cancellation, etc.). One example of such a document is illustrated on Figure 1 (two other documents can be found in appendix 6. Today, paper documents are scanned and then digitally sent to some remote service in charge of mail topic identification. The mail is finally sent to the appropriate department of the company. Automating this process requires the machine to read omni-writer handwritten documents for detecting its topic. This second task is known as categorization in the field of Information Retrieval [Aas 99, Baeza-Yates 99] and for document images [Doermann 98]. This task aims at classifying documents according to their subject matter. It is based on the detection of some specific keywords that are selected for their discriminative power among the various classes of documents. As opposed to keyword spotting where keywords are determined in an unsupervised manner, here keywords must be determined in a supervised manner considering the category (label) associated to each document. While the major difficulty in the categorization of electronic documents lies on the selection of these relevant keywords, the categorization task of handwritten documents also requires the system to detect these keywords in the document image, whatever the handwriting style. This is an additional difficulty that has not received very much attention until now except in [Vinciarelli 05] with a limitation to a single writer.

This paper has two major contributions. First it addresses the question of omni-writer handwritten document categorization. The second contribution lies in the use of a shallow handwritten keywords extraction system on real-world documents. The three main processing stages of the proposed system are: layout analysis, keyword extraction and categorization (see figure 2).

This article is organized as follows. Section 2 is dedicated to the definition of the document categorization task. Section 3 presents the recognition system of omni-writer handwritten words, based on a lexicon directed analytical approach with an explicit segmentation. The keyword extraction task is studied in section 4, where two statistical models of handwritten lines are proposed: the first one is based on a full recognition (FR) strategy, whereas the second one is based on a shallow language model dedicated to keyword extraction (KE). Section 5 is devoted to the experimental results for the incoming handwritten mail categorization task. Conclusion and future works are drawn in section 6.

\(^1\) See for example the historical documents such as the Georges Washington Collection at [http://memory.loc.gov/ammem/gwhtml/]
2 Categorization of electronic transcriptions of documents

This section is dedicated to the definition of the categorization task of textual documents, disregarding the writing recognition system performance and the difficulty in extracting textual information in the image of a handwritten document. In the first part, we review the concepts used in the field of electronic document analysis to describe and categorize these documents. In the second part, the retained approach is evaluated and compared to the literature on the Reuters 21578 reference corpus, then on the specific categorization task of incoming mail that we consider throughout this study.

2.1 Categorization of electronic documents

A document categorization system aims at detecting the topic addressed in the document through the examination of its textual information. It is a supervised classification task where each class is considered as a topic. To achieve such a task, one must first define a text characterization space (feature space) before defining a decision rule (of the classification system). This task has been widely studied in the literature for processing electronic documents. We can refer to [Sebastiani 02, Baeza-Yates 99] for a review of the possible techniques. One of the most effective approaches to characterize electronic documents is based on a vector model of documents known as "bag of words". This description is generally coupled with learning techniques such as neural networks. Like all pattern recognition systems, a document categorization system consists in three main sequential steps following the traditional diagram on Fig. 2. In the following paragraphs, we describe each step.

2.1.1 Preprocessing

The first step consists in eliminating all undesired characters. We have chosen to accept only alphabetical characters and to eliminate all the others. Following this, empty words are filtered. This is performed using a list of words considered as the most frequent empty words (571 empty words for English and 463 for French). Finally, stemming (suffix elimination) is traditionally carried out using Porter's algorithm [Porter 80]. The French version of the algorithm differs from the English version only by the set of rules used. We chose to implement the Tf.Idf feature, which is easy to compute and provides very good results in practice [Aas 99, Baeza-Yates 99, Salton 88]. The weight $w_{i,j}$ assigned to the term $t_i$ of the document $d_j$ is defined by the following expression:

$$w_{i,j} = \text{tf}_{i,j} \times \text{idf}_i = \frac{\text{freq}_{i,j}}{\max_k \text{freq}_{k,j}} \times \log \frac{N}{n_i}$$

Where:
- $N$ is the number of documents in the database
- $n_i$ is the number of documents in which the term $t_i$ appears
- $\text{freq}_{i,j}$ is the number of occurrences of the term $t_i$ in the document $d_j$

Each document is represented by a vector of weights $w_{i,j}$. The dictionary to refer to for the construction of the feature vector is determined during the learning stage of the system by performing feature selection.

2.1.2 Feature selection

It is generally necessary to reduce the size of the feature space because preprocessing produces a high dimensional description that consists in several thousands of words. Three common approaches are reported in the Information Retrieval domain [Yang 97]. They are based on frequency threshold, information gain and the $\chi^2$ measure. For comparison purpose with other studies [Joachims 98] we choose to use the $\chi^2$ measure.

Let the categories of the $K$ documents be denoted $c_1, c_2, \ldots, c_K$; the probability $P(c_i)$ of category $c_i$ is estimated as the ratio of documents in the database that belong to the class $c_i$ and $P(t)$ is estimated as the ratio of documents that contain term $t$. It follows that $P(c_i, t)$ can be computed by the fraction of documents of the class $c_i$ containing the term $t$. Similarly $P(c_i, T)$ is the fraction of documents of the class $c_i$ that do not
contain the term \( t \). The \( \chi^2 \) measure is the correlation between a term \( t \) and a category \( c_i \), computed as follows:

\[
\chi^2(t, c_i) = \frac{N \times [P(t, c_i)P(\bar{t}, \bar{c}_i) - P(\bar{t}, c_i)P(t, \bar{c}_i)]^2}{P(c_i)P(\bar{c}_i)P(t)P(\bar{t})}
\]

Usually, two scores are used for feature selection based on this measure, they are:

\[
\chi^2_{\text{mean}}(t) = \frac{K}{\sum_{i=1}^{K} P(c_i) \chi^2(t, c_i)}
\]
\[
\chi^2_{\text{max}}(t) = \max_{i=1}^{K} (\chi^2(t, c_i))
\]

The final list of retained terms is composed of those with the \( N \) best scores.

2.1.3 Classification

The classification of a document in a topic can be performed using different classification methods. \( K \) nearest neighbors, neural networks, SVM, are some of the most popular approaches [Sebastiani 02, Joachims 98, Vinciarelli 05]. In this study, we retained a \( K \) nearest neighbor classifier for its simplicity and performance. We used the classical "cosine" similarity measure that is the most popular metric defined by the following relation:

\[
\text{sim}(q, d_j) = \frac{d_j \cdot q}{|d_j| \times |q|} = \frac{\sum_i w_{i,j} \times w_{i,q}}{\sum_i w_{i,j}^2 \times \sum_i w_{i,q}^2}
\]

Where \( d_j \) and \( q \) stand for the vector representations of respectively the document \( d \) on the learning database, and the query document \( q \) to be categorized.

2.2 Evaluation

The \textit{Reuters 21 578} corpus [Lewis 92] is used to validate the methodology by comparing the performance with those reported in the literature. Then it was possible to evaluate the incoming mail document categorization task using the electronic transcriptions of each document with the same system. This experimentation allows the determination of the optimal performance that we expect to achieve on the handwritten documents.

2.2.1 \textit{Reuters 21578} corpus

This widely used corpus is a set of 21 578 articles annotated according to their topic, among nearly 120 topics. The topic distribution is unbalanced: some topics are represented by over 3 700 articles, while some others are represented by less than 50. A protocol (modApte) describes how to split the database into a learning set and an evaluation set. This gives 7 063 documents in the learning set and 2 742 in the evaluation set. After having carried out the preprocessing of the learning database, a vocabulary of 15 453 terms is obtained.

The various parameters of the system are first optimized using the learning set. They are reported in Table 1 and compared with the values reported in [Joachims 98]. We observe a slight difference between the parameter values, which is certainly due to the character-filtering step.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Joachims98</th>
<th>Our approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>KPPV</td>
<td>( K=30 )</td>
<td>( K=30 )</td>
</tr>
<tr>
<td># of terms before selection</td>
<td>9947</td>
<td>6347</td>
</tr>
<tr>
<td>Measure of selection</td>
<td>( \chi^2 )</td>
<td>( \chi^2 )</td>
</tr>
<tr>
<td># of terms after selection</td>
<td>1000</td>
<td>1000</td>
</tr>
<tr>
<td>Minimum # of doc. per class</td>
<td>3</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 1 Characteristics of Joachims’s categorization system and our categorization system

Table 2 presents the results obtained with our categorization system as well as those obtained by [Joachims 98]. For each of the ten most frequent topics, the Break-Even-Point (BEP) is reported. This value is obtained when recall equals precision. Let us recall that recall is similar to a detection rate, and precision is similar to a pertinence rate. More formally, one can define recall and precision as:

\[
\text{recall} = \frac{tp}{tp + fn} \quad \text{and} \quad \text{precision} = \frac{tp}{tp + fp}
\]
where \( tp, fp \) and \( fn \) stand respectively for true positive, false positive and false negative rates. The micro average measure corresponds to the computation of the global BEP. This unique measure allows summarizing the system performance by one single measure. The results obtained are very similar to those presented in [Joachims 98], and thus validate our categorization approach.

<table>
<thead>
<tr>
<th>topic</th>
<th># of samples per topic</th>
<th>Joachims98 (BEP)</th>
<th>Our approach (BEP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>earn</td>
<td>1044</td>
<td>97.3</td>
<td>96.9</td>
</tr>
<tr>
<td>acq</td>
<td>643</td>
<td>92.0</td>
<td>92.2</td>
</tr>
<tr>
<td>money-fx</td>
<td>141</td>
<td>78.2</td>
<td>78.7</td>
</tr>
<tr>
<td>grain</td>
<td>134</td>
<td>82.2</td>
<td>84.6</td>
</tr>
<tr>
<td>crude</td>
<td>161</td>
<td>85.7</td>
<td>83.5</td>
</tr>
<tr>
<td>trade</td>
<td>113</td>
<td>77.4</td>
<td>78.2</td>
</tr>
<tr>
<td>interest</td>
<td>100</td>
<td>74.0</td>
<td>74.4</td>
</tr>
<tr>
<td>ship</td>
<td>85</td>
<td>79.2</td>
<td>82.8</td>
</tr>
<tr>
<td>wheat</td>
<td>66</td>
<td>76.6</td>
<td>62.1</td>
</tr>
<tr>
<td>corn</td>
<td>48</td>
<td>77.9</td>
<td>73.7</td>
</tr>
<tr>
<td>Micro average</td>
<td></td>
<td>82.3</td>
<td>81.9</td>
</tr>
</tbody>
</table>

Table 2 Break Even Point (BEP) of Joachims’s categorization system and our system on the Reuters 21578 corpus.

2.2.2 Incoming mail corpus

Performance of the categorization system is now determined on the incoming mail corpus. We use the ground truth of a handwritten mail corpus made of the electronic transcription of each handwritten document. These mails are classified into 43 topics: “standard cancellation” (A500), “changing of bank address” (A020), etc. The topic A500 (“standard cancellation”) contains over 300 documents whereas topic A020 (“changing of bank address”) contains only 30 documents. Note that the annotation of topics comes from a real-world database of handwritten mails addressed to a French company. The learning set contains two thirds of the documents of each category and the evaluation set contains the remaining third.

The optimal parameters of the system are as follows. The dictionary is composed of nearly 7000 terms. The lexicon is reduced to 980 words by removing the words that appear in less than five documents and using the \( \chi^2 \) measure for term selection. This leads to retain 450 discriminative terms after stemming. Classification is carried out using a 5-nearest-neighbor classifier. Table 3 reports the results obtained on the 5 most frequent classes. The micro-average is computed using all the categories, which allows a global evaluation of the system. It appears that some topics are more difficult to model than others. The ”information requests” (A240 and A255) are not as well classified as “cancellations” (A500 and A502). This can be due to more variability in this class. In fact, the two ”cancellation” topics are very well defined whereas the ”information requests” are more heterogeneous. With an equivalent amount of samples, it is not surprising that topic A502 is better recognized than topic A240. Finally, these results highlight the optimal categorization performance that can be expected on this particular corpus assuming that perfect recognition of the informative handwritten keywords can be achieved. The following section will now consider the adaptation of this categorization system for handwritten documents.

<table>
<thead>
<tr>
<th>topic</th>
<th>BEP</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>A500 (cancellation)</td>
<td>86.6</td>
<td>206</td>
</tr>
<tr>
<td>A255 (info account/service)</td>
<td>62.7</td>
<td>26</td>
</tr>
<tr>
<td>A020 (change bank address)</td>
<td>71.1</td>
<td>23</td>
</tr>
<tr>
<td>A030 (loading post address)</td>
<td>87.9</td>
<td>21</td>
</tr>
<tr>
<td>A240 (claim / info fact)</td>
<td>25.8</td>
<td>16</td>
</tr>
<tr>
<td>A502 (cancellation with portability)</td>
<td>43.5</td>
<td>12</td>
</tr>
<tr>
<td>Micro-average</td>
<td>76.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 3 Categorization results obtained by the annotation on the basis of incoming handwritten mail.

3 Recognition of handwritten words

Despite the success of some very specific industrial applications such as the reading of postal addresses or bank checks, off-line handwriting recognition remains an open problem.

From a methodological point of view, one can distinguish two major approaches in the literature [Plamondon00, Wang00, Koerich03, Lorette07]. The lexicon directed approaches, where the recognition process takes its decision at the lexical level only by discriminating the words that belong to the lexicon. The lexicon free approaches, where the decision comes at the character level. In this case the lexicon is used in the post-processing phase to correct the character recognition errors. Beyond the lexicon aspects, we can distinguish two main categories. The first one refers to the holistic approaches that consider the word as an indivisible entity. Words are recognized using global features extracted on the whole shape of the word. This kind of approach depends on a static, and often small lexicon. Note that word spotting approaches generally fall into this category. The second category of approaches refers to the analytic methods, where words are recognized through their constitutive characters [Kim97, ElYacoubi99, Wang00, Vinciarelli00, Ro-
Within this framework it is possible to model any word and thus any lexicon during the recognition phase. Among the analytic approaches, we can then distinguish the implicit and explicit segmentation approaches. Explicit segmentation methods introduce a segmentation stage which proposes several character segmentation hypotheses. These hypotheses are then validated by the recognition stage. Inversely, implicit segmentation approaches do not introduce any complex (adhoc) segmentation stage and they let the recognition process find the best segmentation into characters. Most of the recent approaches fall into this last category of methods by relying on the Hidden Markov Models [Grosicki09], including Vinciarelli’s work for noisy text categorization. This success is mainly due to the relative ease of implementation of the approach, as opposed to the explicit segmentation, even if one major well-known drawback of Hidden Markov Models is their low capacity to discriminate between classes. In fact, Hidden Markov Models are generative models which are trained class by class by maximizing the likelihood of each training dataset (one per class). Some recent approaches have therefore propose the use of recurrent networks [Graves09] that use discriminative training to overcome this drawback, and this has proven to be efficient.

In this work, the handwritten word recognizer uses a lexicon driven analytical approach with explicit segmentation derived from [Koch04] with discriminative training of character models. Considering the state of the art in handwriting recognition the proposed approach combines the strength of discriminative training with a limitation due to the segmentation stage. We briefly present the word recognition system, and refer to the aforementioned paper for more implementation details.

A first preprocessing step is carried out on the binary word images and allows the reduction of writing variability using slant and skew corrections inspired by [Kimura94]. The segmentation step splits the images into informative zones known as graphemes. The graphemes, or groups of graphemes, are then submitted to a character recognizer. Finally, the word hypotheses are built by the exploration of the segmentation lattice.

The segmentation stage generates hypotheses of segmentation points through the analysis of the word contour: each local minimum and maximum of the upper contour of the word is considered as a potential segmentation point [Nosary 02].

For each word, a segmentation lattice is built (see Figure 4), containing elementary graphemes at level 1, and all possible aggregations of n adjacent elementary graphemes at level n. The segmentation hypotheses of the first level are likely to be oversegmented, whereas hypotheses of the last levels are likely to be undersegmented. The segmentation statistics demonstrate that the distribution of the number of graphemes is strongly unbalanced depending on the character classes. For example, character ‘c’ is frequently segmented into only one grapheme, whereas character ‘m’ is frequently segmented into 5 graphemes. We also observed that the maximum number of levels needed was 7 to prevent from under segmentation. In order to benefit from this a priori knowledge, we have chosen to model the segmentation process by a duration statistical model, presented in the following paragraph.

In order to find the best segmentation path in the lattice, each aggregation hypothesis is submitted to a character recognizer which aims at providing the a posteriori probability of the character classes \( \{a, b, \ldots, z\} \). To estimate these probabilities, several information sources are combined according to the diagram given on Figure 5.

Two classifiers are built to exploit complementary information on each grapheme, at each level. On one hand structural/statistical information such as curvatures, occlusions, horizontal and vertical strokes are coded into a 117 feature set according to [Heutte 98]. On the other hand, directional information on the contours is coded into a 128 feature set according to [Kimura 94]. These two information sources are exploited by two multi-layer perceptron (MLP) classifiers [Bishop 95], called MLP-117 and MLP-128. MLP-117 and MLP-128 produce a posteriori probability estimates\(^2\) of the character classes \( P(L_{i}/O_1) \) and \( P(L_{i}/O_2) \), where \( O_1 \) and \( O_2 \) stand for the two feature vectors. We refer to [Koch04] for more details concerning the production of the a posteriori probability \( P(L_{i}/O) \).

\(^2\) See [Richard 91] for the proof that a MLP generates approximations of a posteriori probability outputs. In practice, the MLP outcomes are normalized using a softmax function.
A statistical duration model then combines the segmentation information with the character hypothesis. The character distribution over the different segmentation levels is exploited during the recognition step. Let \( N_s \) be the number of segments of a character, the term \( P(L_i/N_s) \) is estimated by counting the number of character samples on the learning database that occur on a particular number of segments \( N_s \).

The final word recognition stage is performed through the exploration of the recognition lattice using dynamic programming. The introduction of lexical constraints at this stage reduces the number of solutions during the exploration. The lexicon is modeled by an automaton \( \lambda \) with \( N \) character states, such as the one shown in Figure 6.a. The complexity of this algorithm is of order \( (\text{max-levels} \times N)^2 \times T = (7 \times N)^2 \times T \), where \( T \) is the length of the lattice. As the complexity is a function of \( N^2 \), a reduction of the number of states will have a large influence on the computation time. This can be done by adopting a tree-structured representation of the lexicon. For example, the model presented in Figure 6.a can be reduced to the one in Figure 6.b. In this example, the number of states can be reduced from 41 to 27. The complexity is then reduced by a factor of 2.3 whereas the number of states is only reduced by a factor of 1.5.

**Evaluation**

The word recognition engine is evaluated using a learning database of 4600 words and a test database of 500 words, all coming from real incoming handwritten mail documents. Table 4 gives the word recognition rates for MLP-128, MLP-117 and the average combination of the two MLPs. Results are presented with and without considering the character duration model, and for different lexicon sizes \( N \) by randomly selecting \( N - 1 \) words among a 1400 word lexicon (complete lexicon of the word database). We can observe that whatever the size of the lexicon, the combination of the two MLPs improves the word recognition performance significantly. These results also bring out the relevance of the character duration model. Figures 7 and 8 show some examples of properly recognized words and misrecognized words from different writers. Our results appear to be fairly lower than state-of-the-art approaches such as [Kim97, Koerich05, Zimmermann06], but our real-world database exhibits multiple significant degradations due to: (i) low resolution (200 dpi) (ii) industrial digitizing stage (iii) strongly heterogeneous writing styles (see examples of Figure 7). Let us also notice that our system was probably trained using less data than in some other studies.

**4 Keyword extraction in handwritten documents**

As presented in section 2, the categorization of handwritten documents is based on a word vector model of discriminative keywords. We must therefore highlight that the main objective of the handwritten word recognition system is to detect and recognize these relevant keywords. As opposed to the full recognition of handwritten content, some studies focus on the detection of
Table 4 Word recognition performance for different configurations of the character recognition engine, for a lexicon size of 100/1000 words.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>P(Lₜ/Nₛ)</th>
<th>Top 1</th>
<th>Top 2</th>
<th>Top 5</th>
<th>Top 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>MLP-128</td>
<td>77.8/42.4</td>
<td>82.2/57.8</td>
<td>92.2/69.2</td>
<td>96.6/78.0</td>
<td></td>
</tr>
<tr>
<td>with duration</td>
<td>80.2/58.0</td>
<td>88.0/68.2</td>
<td>94.2/80.6</td>
<td>97.6/87.2</td>
<td></td>
</tr>
<tr>
<td>MLP-117</td>
<td>79.6/49.0</td>
<td>88.4/64.0</td>
<td>94.0/78.2</td>
<td>96.0/85.2</td>
<td></td>
</tr>
<tr>
<td>with duration</td>
<td>81.6/57.0</td>
<td>90.0/69.2</td>
<td>93.6/80.4</td>
<td>96.8/86.8</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td>85.0/58.6</td>
<td>92.2/72.2</td>
<td>96.0/84.8</td>
<td>98.2/91.2</td>
<td></td>
</tr>
<tr>
<td>without duration</td>
<td>85.6/65.6</td>
<td>92.8/76.8</td>
<td>97.0/86.8</td>
<td>99.0/91.6</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 7 Examples of correctly recognized words.

Fig. 8 Examples of mis-recognized words (correct labels within brackets).

keywords that are useful in indexation or categorization tasks. The basic idea lies in the fact that a major part of the information contained in a document is useless to capture its overall meaning, e.g., empty or stop words. This strategy known as keyword spotting has been first proposed for printed documents. It became popular in the handwriting recognition community for querying databases of digitized historical documents, for instance the Georges Washington’s manuscripts [Rath07]. Two different approaches can be distinguished depending on the nature of the documents considered. On the one hand, template-based methods try to match image queries with pre-labeled segmented word image templates [Gatos05, Terasawa09]. This kind of approach is restricted to querying monowriter document databases. On the other hand, recognition-based approaches allow to work on more heterogeneous data (from different writers for instance). The recognition process involves a classification stage either as a holistic process [VanDerZant08, Rodriguez09] or as an analytical process involving character models [Rodriguez08, Koerich04]. A post-processing stage working on the recognition scores is generally needed to reject false hypotheses. Obviously, this second approach is also subject to limitations: it is assumed that word boundaries are known (line segmentation issues are avoided) and rejection is often carried out using a simple threshold on normalized scores.

In this article, we introduce a general line model for the extraction of keywords. This analytical model take account of keywords and out of keywords vocabulary. It also introduces an space model between words that allow line segmentation into words. This general model can be parametrized by any keyword lexicon and does not require any specific training when using a new keyword lexicon. This stochastic line model allows keyword detection, line segmentation and out of vocabulary word detection in a combined manner by using a dynamic programming decoding of each line of text. Two statistical models of handwritten lines are proposed in order to proceed to keyword spotting. Both of them rely on dynamic programming and integrate an inter-word space model within the line. They differ in the lexicon they use. The first one corresponds to the full recognition (FR) of the documents using a large lexicon (several thousands of words). The second one is based on a shallow language model dedicated to keyword extraction (KE). It is composed of a lexicon of relevant keywords and a stochastic bi-gram model of characters that accounts for irrelevant words. The two recognition strategies (FR and KE) are evaluated for their capacity to extract the relevant keywords in the handwritten documents as defined in section 2.

4.1 Full Recognition Model (FR)

Following the notations of section 3, we consider that each text line is composed of an observation lattice. The recognition of a text line consists in finding the best path in this lattice using dynamic programming and verifying the constraints of the considered model of the
line. In this FR strategy, we consider that a line of text only contains words from the lexicon that are separated by an inter-word space. The line model is depicted in Figure 9 where state BL refers to the beginning of the line, state EL refers to the end of the line and state IW refers to the inter-word space state.

![Line model of the Full Recognition (FR) strategy.](image)

**Fig. 9** Line model of the Full Recognition (FR) strategy.

We must highlight that the observation lattice contains the hypotheses of the 7 levels of segmentation as described in section 3, but also the observations characterizing spaces between connected components. The joint probability of the observation lattice and the word sequence can be decomposed according to the following relation:

\[
P(O, Q^*) = \prod_{i=1}^{N} P(O_{i}^{*} / M_{i}) P(\sigma_{i}^{*} / M_{i+1} / IW) \times \prod_{i=2}^{N} P(M_{i} / M_{i-1})
\]

Where:

- \( O_{i}^{*} / M_{i} \) is the observation attached to space between word \( i \) and word \( j \) in the optimal path
- \( O_{i}^{*} \) is the observation associated to word \( i \) in the optimal path
- \( N \) is the number of words in the optimal match
- \( Q^* \) is the optimal state sequence
- \( M_{i} \) is the model of the \( i^{th} \) word
- \( IW \) is the inter word space

This expression can further be decomposed by rewriting the word likelihood of the optimal path. It finally yields:

\[
P(O, Q^*) = P(\sigma_{i}^{*} / M_{i+1} / IW) \prod_{i=2}^{N} P(M_{i} / M_{i-1}) \times
\prod_{i=1}^{N} \prod_{j=1}^{\text{length}(M_{i})} P(\sigma_{i,j}^{*} / q_{i,j}^{*}) P(\sigma_{i,j,j-1}^{*} / EL) P(q_{i,j} / q_{i,j-1})
\]

Where

- \( q_{i,j}^{*} \) is the \( j^{th} \) character in the word \( i \)
- \( \sigma_{i,j}^{*} \) is the observation associated to the \( j^{th} \) character of word \( i \)
- \( \sigma_{i,j,j-1}^{*} \) is the observation corresponding to the space between character \( j \) and character \( j-1 \).
- \( EL \) is the state representing an inter-character space in a word

We must notice that in the lexicon directed strategy, the character transition probability is equal to 1 if the transition belongs to the automaton (the transition belongs to a word of the lexicon), and to 0 otherwise. Furthermore, if we do not use a language model, the equation simply reduces to:

\[
P(O, Q^*) = P(\sigma_{i}^{*} / M_{i+1} / IW) \prod_{i=2}^{N} P(M_{i} / M_{i-1}) \times
\prod_{i=1}^{N} \prod_{j=1}^{\text{length}(M_{i})} P(\sigma_{i,j}^{*} / q_{i,j}^{*}) P(\sigma_{i,j,j-1}^{*} / EL)
\]

This probability is computed using dynamic programming in the same way as for the recognition of isolated words.

4.2 Keyword Extraction Model (KE)

The main objective of this second model is to limit the size of the vocabulary to the relevant keywords only. We expect to benefit from the reduced size of the keyword vocabulary so as to improve the recognition performance of the relevant information. We must however build a model of the irrelevant information so as to consider the set of all the other words that are irrelevant for the categorization task. This later model will act as a rejection model for the recognition system. It is a model of irrelevant words or out of keyword vocabulary words. Similar approaches have been proposed for speech processing [Yazgan 04]. We can consider that a line of text is a sequence of relevant and irrelevant words. These words are naturally separated by a space. Figure 10 illustrates the line model used by the KE strategy. This Figure highlights the competition of the relevant lexicon model developed in the FR strategy with the model of irrelevant words that we clarify now.

The irrelevant lexicon is composed of many words because it is potentially made of all the words of the language except the relevant keywords. We have chosen to use a character bi-gram stochastic model. More precisely, this model is composed of 28 states among
4.3 Description of the keyword extraction system

At first, layout analysis allows the segmentation of the document into lines of text. Once layout analysis has been carried out, additional preprocessing steps help the recognition process (slant correction, diacritic filtering). Derived from these pre-processing steps, each line of text is represented by an observation lattice. All these pre-processing steps have been described in detail in section 3 and they are directly applied to the set of detected lines. In the following paragraph we give some details concerning layout analysis and the detection of possible word separators within lines of text.

4.3.1 Layout analysis

The line segmentation process is an important and difficult task, mainly due to variable skew angle along the document or even along a text line, and adjacent text lines. The recent handwriting segmentation contest [Gatos2009] has shown that many strategies perform well, such as run length analysis [Shi09], function minimization exploiting the distance between the separators and the local foreground density [Stafylakis08] or connected component bounding box analysis [Yin08]. We have chosen a connected component based approach, which has shown to perform well on real-world, free layout documents [Chatelain06]. We now briefly describe this approach.

Lines of text are formed by successive merging of connected components based on a distance criterion. It is implemented in three steps after the detection of connected components (Figure 11). The first step detects alignment seeds. Then each alignment seed is extended to its nearest connected component using the following pixel distance:

\[ d(a, b) = (x_a - x_b)^2 \times \alpha(y_a - y_b)^2 \]

Where \( a \) and \( b \) are connected components and \( x \) and \( y \) are their centers of gravity. The parameter \( \alpha \) allows to weight the horizontal (\( \alpha > 1 \)) or vertical direction (\( \alpha < 1 \)). The value of \( \alpha \) has been experimentally fixed to 20.

To build these alignments, only the most representative components (of sufficient size) are considered.

Segmentation results are reported in Table 5. A line is considered as being well segmented if all its components are grouped together. Three types of errors are counted. Over-segmentation is counted if the line is segmented into several alignments. We can observe that nearly 80% of the lines are properly segmented. Concerning segmentation failure (over and under segmentation), only one connected component (therefore one or two words) is often involved. In this situation,
the other words of that line can still be recognized. We estimate that nearly 90 to 95% of the document words can be processed following this line segmentation process. The performance of document segmentation into lines of text is far from being perfect but seems sufficient to apply the two keyword extraction strategies that we have presented above.

<table>
<thead>
<tr>
<th>Number of lines</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>Well segmented</td>
<td>262</td>
</tr>
<tr>
<td>Over segmented</td>
<td>29</td>
</tr>
<tr>
<td>Under segmented</td>
<td>0</td>
</tr>
<tr>
<td>Other error</td>
<td>42</td>
</tr>
<tr>
<td>Total</td>
<td>333</td>
</tr>
</tbody>
</table>

Table 5 Evaluation of the line segmentation process.

4.3.2 Estimating inter-word and inter-character space probabilities

Spaces between two consecutive components of a line are assigned to the corresponding class (IW or IC). The measure is carried out using minimal Euclidean distance [Seni 94]. To eliminate the variability between different writers, the distance is normalized in reference to the median value of the width of the elementary graphemes. Two normalized distributions are obtained. Finally, the probability of an Inter Word space having a distance \( d \) is given by the equation below:

\[
P(IW/d) = \frac{\#IW(d)}{\#IW(d) + \#IC(d)}
\]

Where \( \#IW(d) \) (respectively \( \#IC(d) \)) matches the proportion of Inter-Word spaces (similarly Inter-Character spaces) that have a distance equal to \( d \). We determine the same probability of inter-character spaces:

\[
P(IC/d) = 1 - P(IW/d)
\]

The distributions of these two probabilities are represented on Figure 12. These two a posteriori probabilities are considered as likelihood scores in the observation lattice. The integration of these observations is done with straightforward modifications of the observation lattice.

5 Experimental Results

In this section we present the keyword extraction system performance for both FR and KE strategies.

5.1 A document database for evaluating FR and KE strategies

A database of Incoming Handwritten Mails has been built for this purpose. A set of 1100 real documents have been scanned with a resolution of 200dpi, where the words of text bodies have been manually labeled. Of course, the word database used for training and testing the word recognizer has been design using a different set of documents than the document database. The 1100 documents are made of over 46000 word samples that compose a lexicon of 3700 distinct words. As this is an industrial database coming from real customers, it can not be diffused and personal information have been hidden for this article. Exemple of documents can be found in appendix 6. One can note the presence of noise due to imperfect numerization and binarization. This noise has been deleted using standard and simple operations such as filtering of too small connected component and mathematical morphology.
5.2 Performance evaluation of the keyword extraction system

Let us remind that the first strategy for keyword extraction consists in carrying out the full document recognition (Full Recognition) then to retrieve keywords on the basis of the recognition results. The capacity of the system to detect keywords is directly related to the performance of the text recognition system that works with a large lexicon. For this experimentation, the entire lexicon composed of the 3700 different entries of the test database is used. In order to depict the recall precision curve, a variable threshold is applied on the recognition scores of the word recognition hypotheses. The score of the words is calculated by averaging the output score of the neural network classifier, and is normalised according to the length of the word.

The second strategy operates with a lexicon of relevant keywords and uses the particular strategy developed in section 4.1. This lexicon has a reduced size which can vary from 46 words up to 980 words. The irrelevant lexicon is modeled in our experimentation using a uniform ergodic stochastic model where parameter $\beta$ varies between 0.01 up to 0.99 so that the whole recall precision curve can be explored. In the various experimentations, the relevant lexicon used is defined as "KE $n$" where the value n is the number of words in the keyword lexicon. Figure 5.2 illustrates the results obtained by keyword extraction on an incoming mail.

Figure 14 presents the set of results for the two strategies examined. These results illustrate the superiority of the keyword extraction strategy as compared to the full recognition strategy and whatever the keyword lexicon. The FR strategy provides 22% recall for 50% precision while working with a 3700 word lexicon. On the other hand, with a 295 keyword lexicon (lexicon "KE 295") the performance is 36% recall with 70% precision. We can see that the performance is rather stable when increasing the lexicon size from 46 to 295 keywords (with the "KE 46", "KE 96", "KE 165" and "KE 295" lexicons). These various lexicon sizes correspond respectively to 10, 25, 50 and 100 radicals. These results clearly highlight the contribution of the relevant keyword extraction strategy that allows focusing the recognition system only on the keyword lexicon while modeling irrelevant information by an ergodic character model.

5.3 Categorization of handwritten documents

In this section we analyze the interaction of the two systems (keyword extraction and document categorization) in order to optimize the overall performance of the handwritten document categorization. First we compare categorization performance for both FR and KE strategies. Then the role of the keyword lexicon is analyzed in depth regarding both the keyword recognition performance and the categorization performance.

Table 6 presents the categorization results obtained on the database of incoming handwritten mails following keyword extraction (KE 980). A global "BEP" of 62.3% is obtained despite relatively low performance of the keyword extraction system (27% recall and 57% precision). Compared to the ideal categorization system (TRANS) using the ground truthed document transcription, categorization performance only degrades by 14 points. The FR strategy gives an overall BEP of 46.4% which is very low compared to the 62.3% BEP obtained with the KE strategy.

Figure 15 allows a finer analysis of the results. Figure 13 clearly demonstrates that the KE strategy outperforms the FR strategy when considering the categorization task. The breach point only decreases by 14 points when using the KE strategy while the FR strategy loses 30 points. These results confirm the robustness of the categorization system with respect to keyword extraction errors. They also highlight the relevance of the proposed keyword extraction as opposed to the Full Recognition strategy. In the following sec-
Fig. 14  Keyword extraction performance. "KE n" stands for keyword extraction with a lexicon of n keywords; "FR" refers to the Full Recognition strategy with a 3700-word lexicon.

<table>
<thead>
<tr>
<th>topic</th>
<th># of document</th>
<th>TRANS</th>
<th>KE 980</th>
<th>FR</th>
</tr>
</thead>
<tbody>
<tr>
<td>A500 (cancellation)</td>
<td>206</td>
<td>86.6</td>
<td>73.5</td>
<td>68.1</td>
</tr>
<tr>
<td>A255 (info pass / serv)</td>
<td>26</td>
<td>62.7</td>
<td>34.6</td>
<td>27.6</td>
</tr>
<tr>
<td>A020 (change bank address)</td>
<td>23</td>
<td>71.1</td>
<td>39.1</td>
<td>32.3</td>
</tr>
<tr>
<td>A030 (change postal address)</td>
<td>21</td>
<td>87.9</td>
<td>48.7</td>
<td>42.8</td>
</tr>
<tr>
<td>A240 (claim / info fact)</td>
<td>16</td>
<td>25.8</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>A502 (cancel. with portability)</td>
<td>12</td>
<td>43.5</td>
<td>25.0</td>
<td>19.5</td>
</tr>
<tr>
<td>micro-average</td>
<td>76.6</td>
<td>62.3</td>
<td>46.4</td>
<td></td>
</tr>
</tbody>
</table>

Table 6 Categorization break even points on ground truthed transcription mails (TRANS) and on recognized mails using the keyword extraction strategy (KE 980), and the full recognition strategy (FR).

5.4 Control of the lexicon size

As seen in section 5.2, the performance of the keyword extraction engine improves when the number of words in the lexicon decreases. Thus, a trade-off must be found between a reduction of categorization performance caused by an important lexicon reduction, and a keyword extraction performance gain. To find this trade-off, we can analyze the performance of the system on the ground truthed transcription database (TRANS) when the size of the lexicon decreases. To achieve this, we have used the categorization system configuration presented in section 2.2.2 (selection of 450 terms by the "Information Gain" measure, description of documents by the Td.Idf measure, classification carried out with 10 NN). The different lexicon sizes are determined on a learning database using the $\chi^2$ measure. Figure 16 presents the categorization performance obtained for different lexicon sizes. We observe that a 75% reduction (from 450 to 100 terms (radicals)), results in a slight performance decrease. The lexicon is however reduced from 980 to 295 words (70% reduction). To observe a significant performance decrease, we must reach
a much reduced lexicon (10 terms/46 words). To allow comparison, the performance obtained using the recognition system (KE 980) is recalled. We observe that it is also lower than the performance of different categorization systems constructed with the transcription of the database (TRANS), in a situation of perfect recognition.

Figure 16 categorization performance on the annotated ground truthed corpus (TRANS) as a function of the keyword lexicon size and using KE strategy (KE).

Figure 17 recall/precision performance in handwritten document categorization as a function of the keyword lexicon size using KE strategy.

Figure 17 presents the handwritten categorization performance using the KE strategy for the same lexicon sizes. Without modifying the Break Even Point, which remains at approximately 62% in all cases, we observe nonetheless that a reduction of the lexicon causes a strong improvement of categorization performance for all values on the curve inferior to the BEP. In fact, with 96 keywords, the performance reaches 90% precision for 40% recall, which is very close to the performance obtained on the ground truthed annotated database (TRANS 96) without recognition. We are in a situation where categorization performance are very similar to theoretical performance caused by a decrease of recognition errors due to the reduction of the lexicon size.

However, we observe a performance decrease when the lexicon used for categorization becomes too small (46 keywords). This seems natural because, as the lexicon is substantially reduced, a recognition error has more impact on the document description. We can conclude that the size of the lexicon is a key factor for handwritten document categorization. In our application, the best compromise seems to be a lexicon of 100 keywords. In fact, a more important reduction of the lexicon slightly improves the keyword extraction performance but it strongly reduces categorization performance.

Having only a single database of ground truthed annotated documents, it is rather difficult at this stage to bring a full answer concerning the optimal performance that can be expected in more general conditions and other categorization tasks. A similar study with documents from another area (other terms, other topics, etc.) should allow confirming these results. It seems, however, that below 30% recall for 70% precision in keyword extraction, the categorization performance drops quickly.

We have presented a complete system for handwritten document categorization based on a word extraction strategy rather than a full recognition approach. Apart from the experiments which shows that KE outperforms FR approach, we believe that the proposed modelisation also outperforms an FR strategy for the following reasons:

- In KE strategy, the OOV words are really modelled, whereas FR strategy does not.
- KE based on our line model is a dynamic approach able to take into account the lexicon size, the recognition, the rejection and the segmentation process, whereas in FR strategy the rejection is performed as a postprocessing stage using a threshold, which prevent from taking the best whole decision on the entire line of text.
- As the lexicon size is smaller, the KE strategy is faster than FR approach.

As a conclusion, let us emphasize that a perfect recognition would make our approach obsolete. Unfortunately recent systems are still far from having acceptable recognition results on weakly constrained handwritten documents.

6 Conclusions and future works

Building an automatic handwritten document categorization system calls upon techniques proposed in sev-
eral areas of document analysis: automatic document layout analysis for detecting lines of text, handwriting recognition techniques for extracting keywords, and information retrieval for document categorization. For the first time, a complete categorization system of handwritten documents has been proposed with promising results on a real handwritten document database.

To overcome the limitations of a full recognition approach based on a large lexicon word recognition strategy, a new information extraction model has been designed, capable of locating and recognizing a restricted set of discriminative keywords. The information extraction method is based on an Out-Of-Vocabulary word model which is able to handle irrelevant information. We have shown in this study that it leads to better results than a more classical approach based on a full recognition strategy.

This first study raises a set of comments to be put in perspective for further studies concerning handwritten document processing. It is to be noticed that the key-word extraction strategy developed for document categorization could also be used for information retrieval. This study opens interesting prospects for future applications of the indexation of handwritten documents, regardless of the kind of documents to be processed: commercial documents, such as incoming mail or any other handwritten document with a certain interest like for example historical handwritten documents preserved numerically in digital libraries. No doubt that these topics will be addressed by many of the forthcoming researches led by the research community in the field of handwriting recognition.
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A Appendix: Document samples
Suite à mon appel avec nos conseils Bouygues, j'ai une facture d'attente, votre intervention est venue.

Aujourd'hui, en octobre 2002, nous demandons de rappeler le numéro de notre facture. Nous avons été invités à un rendez-vous fixé pour le mercredi 13 octobre à 10h. 

Le document vous est envoyé de nouveau, en pièce jointe.

Aujourd'hui, je vous propose d'envoyer par e-mail notre facture et de vous rappeler pour l'envoi final. 

Madame Bouguenn, 

J'ai envoyé un e-mail le 17 janvier 2002, en demandant de rappeler le numéro de notre facture.

En effet, nous avons joint les originaux des lettres et les factures, mais nous avons également demandé de rappeler le numéro de notre facture.

Dans l'attente de recevoir finalement les pièces jointes (originaux) le 15 février, je vous prie de bien vouloir me faire part de la situation actuelle.